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PREFACE

The objectives of the work described in this report are to

develop mathematical models, algorithms, and software to esti-

mate seismic hazard in any tectonic environment. Seismic

hazard is defined as the exposure of a given location to

earthquake effects expressed as the level of ground motion

parameter for a selected probability of exceedance. It is

expected that the results of this study may be initially

applied to the evaluation of seismic hazard, in areas selected

for possible offshore oil and gas development under the Outer

Continental Shelf Environmental Assessment Progam (OCSEAP).

This software documentation consists of two volumes.

Volume I of the SEISMIC EXPOSURE software package documenta-

tion is a user manual for the SEISMIC.EXPOSURE computer

program. It consists of algorithms, inputs from the semi-

Markov simulation program MARKOV, and mathematical techniques

used to estimate the seismic exposure at a site. Use of the

program is illustrated by the discussion of input parameters

and completion of sample problems. Appendices provide details

on data manipulation, computer algorithms, and the computer

environment systems information required to transfer programs

from the UNIVAC computer, on which the software was developed,

to another computer system. A description of system hardware

and suggestions for program modifications for other program

capabilities are also provided.

Volume 11 discusses the methodology and data inputs used in

the initial application of the SEISMIC.EXPOSURE computer soft-

ware to the Gulf of Alaska study region. Data inputs and

assumptions about geologic and seismicity parameters defined

by Seismological Research Unit participants are included.
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ABSTRACT

The computer software documented in this user manual provides

for a Bayesian statistical treatment of seismicity and tec-

tonics that allows inputs of subjective and historical data on

seismicity in order to produce seismic exposure map(s) of an

area. The seismic exposure resulting from ground motion at a

given location is expressed as the level of that particular
ground-motion parameter for a selected probability of
exceedance.

The software has the

or offshore seismic

modeled as planes or

are subdivided into

capability to model any type of onshore

environment. Earthquake sources are
lines with varying dips. These sources

trapezoids over which earthquakes of a

given magnitude, represented as user-defined magnitude-
dependent rupture planes, are distributed. The significant
distance to a site from a given source is taken as the

distance between the closest point on the rupture surface to

the site. Attenuation of ground-motion parameters is modeled

probabilistically  with a user-defined magnitude software that

can accommodate calculation of seismic exposure for up to 13

ground-motion parameters (e.g., peak acceleration, peak
velocity, displacements, and pseudo-relative spectral values
for various periods and damping).

Below a user-defined cut-off magnitude, recurrence times of

earthquakes at a source are modeled as Poisson processes,
while the distribution of

characterized using a Bernoulli

cut-off magnitude, earthquake

time can be characterized using

The semi-Markov  model provides

time and location dependency

earthquake magnitudes is

model. Above the user-defined

occurrence in both space and

a semi-Markov model.

a methodology to consider the

of the occurrence of great

1-1



earthquakes. Waiting times and magnitudes of large earth-

quakes are determined on the basis of the historical

earthquake record. The model defines a discrete state as a

given earthquake magnitude and a discrete time as a process

governed by transition probabilities. The waiting time in a

state is governed by an integer-valued random variable that

depends on the presently occupied state and the state to which

the next transition is made. The basic parameters are the
holding time distribution, the transition probabilities for

successive states, and the initial conditions: the magnitude

of the most recent earthquake and the elapsed time since that

event.

Seismic exposure for a given level of exceedance over a time

period of interest can be generated for a single site or

combination of sites. Ground-motion values for a grid of

sites can be contoured to obtain seismic exposure maps for

given ground-motion parameters of interest.

1-2



1.0 INTRODUCTION

The SEISMIC EXPOSURE software is discussed in sufficient

detail to inform the user of the overall features of this new

software package for seismic exposure analysis. The
theoretical background of the models used in these programs is

discussed by Mortgat and Shah (1979) and Patwardhan and others

(1980) .

Seismic exposure analysis consists of a definition of

earthquake source characteristics, a definition of attenuation

of ground-motion parameters, and an estimation of the proba-

bility of exceedance of given levels of ground-motion para-

meters for a specific period of interest. The SEISMIC

EXPOSURE software consists of a main program, called
SEISMIC.EXPOSURE , and three other programs. The other
programs, MARKOV, CONST.PROB,  and PLOT.ISO, manipulate input

data or output from the SEISMIC.EXPOSURE  program in order to

generate seismic exposure maps.

In the discussion of source seismicity models and computer

program descriptions, two sample problems are used to
illustrate the details of formatting the input data to define

the geometry of earthquake sources, earthquake recurrence
information, attenuation parameters, earthquake fault-rupture

data, and site location(s). A set of appendices describe

essential aspects of seismologic and geologic data
manipulation and computer program flow.

1.1 Proqram Capabilities

The main capabilities of the SEISMIC.EXPOSURE software package

include the following:

1-3
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Complex source geometry, such as dipping-plane sources of

irregular shape and line sources, can be accommodated.

Up to 13 ground-motion parameters (e.g., peak accelera-

tion and pseudo-relative spectral values for various

periods and damping coefficients) can be analyzed in one

run.

Multiple sites in a grid and multiple grids in a study

area can be included in the same run.

Temporal dependencies of the occurrence of large earth-

quakes can be included. This provides estimates of

seismic exposure that are a function of real time.

The seismicity

by a Bayesian

ments and data

of earthquake sources may be characterized

procedure that combines subjective judg-

on geology and seismology in a systematic

and formal manner

To facilitate sensitivity analyses, the

includes information on the contribution
program output

of individual
earthquake sources, selected magnitude ranges, and “seis-

mic gap” filling earthquakes.

Computed ground-motion parameter values, presented as

contour

plotted

Seismic

plots, can

as hard copy

be previewed on a CRT before

at a user-defined map scale.

Hazard Evaluation

Elements of the seismic hazard evaluation process are

being

shown
schematically in Figure 1. For the purpose of evaluating

seismic hazards, seismic sources in a region can be charac-

terized by defining earthquake source location, geometry, and

1-4
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recurrence rates. The associated ground motions are
attenuated as a function of earthquake size, distance,
transmission path, and site conditions. A specific period of
interest and probability of exceedance are selected in the
hazard analysis model. Contributions from all sources,
magnitudes, and distances are expressed in terms of a
cumulative distribution function on the ground-motion
parameter of interest. This procedure is repeated for all
sites and results in data on probabilities of ground-motion

parameter occurrence. These values are useful in sensitivity

analyses and for seismic exposure mapping.

The elements of the earthquake hazard evaluation scheme are

shown in Figure 1. A schematic diagram of the model adopted

in the SEISMIC.EXPOSURE  software package is shown in Figure 2.

The main elements of the program are described in terms of

assessing the seismic hazard at sites using a Bayesian sta-

tistical probability approach.

1.3 Estimating Earthquake Recurrence

A principal difficulty involved in describing and evaluating

the seismic exposure at a site is the selection of a suitable

basis on which to estimate earthquake recurrence. Geologic
and seismologic considerations for establishing source
seismicity and geometries are discussed in Appendix A.

In the program SEISMIC.EXPOSURE, earthquake occurrence is
modeled as a Poisson process with a magnitude distribution

determined from a Bernoulli probability distribution for

earthquakes below a user-defined cut-off magnitude. For

earthquakes larger than the user-defined cut-off magnitude,

the recurrence description is based on a semi-Markov model
(see Figure 2). Using the semi-Markov model to characterize

the occurrence of large earthquakes is a primary new feature

of this software package.
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2.0 SEISMIC.EXPOSURE PROGRAM DESCRIPTION

The program SEISMIC.EXPOSURE  has been developed and imple-

mented to compute the seismic exposure for a region that may

include a seismic gap. This is accomplished by combining the

effects of all earthquake sources within the region in a

Bayesian analysis, which provides an estimate of the proba-

bility of occurrence of at least one event of a given ground-

motion parameter level (e.g., peak acceleration or peak

velocity) within a future time period of interest “t.” For

engineering applications, this time period is typically on the

order of 25 to 40 years for engineering applications.

2.1 Source Geometry

In order to describe the source geometry properly, the user is

required to input the coordinates (in degrees of latitude and

longitude, or in inches, measured directly off a map) of the

end points (or nodes) of line sources, and of the vertices (or

nodes) of each trapezoid source in order to describe constant

depth-area sources or the different bands in dipping-plane

sources. Figure 3 shows a schematic of a typical dipping-

fault surface and rupture area. Line sources are used to

model those faults indicated to have epicenters located at a

constant focal depth by historical seismicity data and

geologic information. The source can be broken into several

segments, depending on its orientation. If there is scatter in

the focal depths of historical earthquakes, the source can be

modeled as a vertical or near-vertical plane with an

appropriate vertical extent.

Recently published relationships between source size (such as

rupture length, rupture width, and displacement) and

earthquake magnitude (Kanamori and Anderson, 197s) can be used

2-1
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to provide estimates of maximum earthquakes projected to occur

on a given fault. The representation of earthquake sources as

planar areas permits the use of a magnitude-dependent rupture

relationship. This type of relationship more realistically

represents the rupture along a fault during an earthquake and

the distance between fault-rupture planes and a site

(Figure 3). Most of these relationships were developed by

using data derived from recent large to great earthquakes

occurring around the world, including southern Alaska.

Coordinates for nodes are taken from a base map having one of

the three available projections: Lambert Conformal Conic

projections 1 and 2 or the Transverse Mercator projection.

The type of projection and map-scale information are also part

of the input data. The program will automatically transform

the nodal coordinates from a specific map projection to

kilometers (with the convention that longitude is positive for

east and latitude is positive for north) , taking into

consideration the geographic location of the region (e.g.,

north or south of the equator, east or west of the Greenwich

Meridian) .

Specific boundary conditions are required to determine the

rupture process at the extremities of a source in order to

satisfy geometrical and seismologic constraints (fault

dimensions and the rupture area per event). These boundary

conditions are illustrated in Figure 4. In each case, the

distance used is the closest distance from the fault rupture

to the site. Boundary condition 1 corresponds to the case in

which the earthquake rupture does not propagate beyond the end

of the fault, i.e., no surface rupture; the center of energy

release corresponds to the center of the rupture area. One-

half of the rupture for a given magnitude can extend beyond

the edge of the fault. Boundary condition 2 corresponds to a

2-2
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fault rupture in which the focus is not necessarily at the

center of energy release. Rupture ceases at the edge of the
source. Boundary condition 3 corresponds to the case in which

fault rupture extends beyond the fault boundary, such as when

a fault ruptures beyond the active part of the fault. Again,
the choice of boundary conditions for a given source dictates

how the rupture behaves at the edges of adjacent sources. For
multiple dipping sources, the ruptures are assumed to be able

to rupture across the edges separating each dipping plane.

However, the bounding edges of the source are analyzed
according to the selected boundary conditions.

2.2 Source Seismicity

After establishing a geometric model for the occurrence of

earthquakes at a source, it is necessary to characterize the

distribution of earthquake magnitudes at that source. Most
available procedures utilize the Gutenberg and Richter (1954)

log-normal relationship (Cornell, 1974; Algermissen and
Perkins, 1976; McGuire, 1976). Others have used a Poisson
model for earthquake occurrence and Bernoulli’s binomial
relationship to characterize the earthquake magnitude dis-
tribution (Shah and others, 1975; Mortgat and others, 1977).

Recent experience (Patwardhan and others, 1980) suggests that

the Bernoulli model for magnitude distribution offers an

advantage, both in the treatment of historical earthquake data

and in the incorporation of subjective information generated

by the Bayesian approach: the uncertainty in both the mean

rate of occurrence in the Poisson model and in the probability

of success in each trial of the Bernoulli model can be
included. The mathematical details of the model can be found

in Morgat and Shah (1979).
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In this work, the occurrence of earthquakes of magnitude less
than a user-specified value M* is assumed to follow a poisson

process having a mean rate of occurrence independent of magni-

tude. Given that an event has occurred, a distribution over

earthquake magnitudes is provided by a Binomial distribution.

For earthquakes with MS > M*, a semi-Markov model is
developed. The form of this model is described in Appendix b
of this report. The mathematical details of the model can be
founa in Patwardhan and others (1980). A schematic re~resen-
tation of the earthquake-recurrence model for magnitudes less

than M* is shown in Figure 5.

Discretizea earthquake-magnitude aistributions for each

source, time period of coveraqe, and time perioa of interest

for the analysis are parameters to input for the Poisson ana

Bernoulli models. For input of the semi-Markov-moUel data

(above the user-selected magnitude threshold), the name of the
output file from which the SEISMIC.EXPOSURE program will

obtain the magnitudes and probabilities that result from the

semi-Markov simulation (obtained through prior execution of

the MARKOV program) must he provided.

2.3 Fault Rupture-Length/Magnitude Relationship

T)_te length of the rupture area can be taken from rul:ture-

length and magnitude correlations appropriate for the tectonic

environment. It is necessary to input the rupture lengths ana

down-dip rupture widths for the entire magnitude range of

interest in the analysis. Boundary condition parameters are
specified in the input data deck or aata file to determine the

fault rupture process near the extremities of the earthquake

source.

* The program allows the user to change this magnitude value
if desired.
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If a point-source model (energy released during an earthquake

radiated from the hypocenter) is used, instead of the fault-
rupture model, it is necessary to set the rupture lengths

equal to zero in the input data deck or data file. This
procedure will indicate automatically to the program that the

point-source model should be used. For small magnitude earth-
quakes (less than ML 3 or 4), it may be desirable, given
source size considerations and distance, to use a point-source

model.

2.4 Attenuation Model

Information on the values of attenuation coefficients is
included as part of the input data. The number of standard
deviations on each side of the mean can be set to indicate to

the program whether to consider the attenuation
probabilistically or deterministically.

For illustration, a log-normal distribution may be used to
represent the uncertainty associated with the relationship.

There are attenuation relations (constants) for each ground-

motion parameter defined as:

b2M
a(M,R) = ble

(R + b3)b4

C2M
where b3 = Cle

By a suitable choice of the constants in the above equations,

attenuation relationships for various ground-motion parameters

can be calculated. The uncertainty in the ground-motion
regressions can be specified as desired.



Attenuation relations are implemented in the SEISMIC.EXPOSURE

program in such a way that the form of the relations can be

easily modified or altered completely. At present, up to two

attenuation relationships selected on the basis of source

depth can be handled. The attenuation relationships can also

be restricted to a magnitude range (e.g., only valid between

magnitudes 3 and 6).

Because distance is a parameter in the attenuation relation-

ships considered by the program, the area and line sources are

divided into small segments in order to consider the variation

in distance to the site(s) from different parts of a source.

These segment sizes, or increments, are user-defined. While a

small step size is desirable in order to approximate continu-

ity (and also to avoid other problems which will be discussed

later), the total number of steps is a major influence on the

time it takes to run the program. For a run using several

large sources, these conflicting factors must be balanced.

The rupture corresponding to the first magnitude starts at a

point selected by the program (usually the point on the source

closest to the site) . The program then considers a strip of

constant depth along the source, one increment wide. It

considers epicenters occurring along this strip at distance

intervals of one increment. It then adds the contributions

from all events whose ruptures include the point currently

being considered. It then moves to the next point, and,

depending on epicentral proximity to the source boundaries and

the corresponding boundary conditions, it recomputes the dis-

tance and repeats the process. The point moves along the

strip and moves to the other horizontal strips, down-dip and

up-dip, until the combined probability for exceeding a given

acceleration caused by all the events associated with one

source is estimated. The next source then considered, and its

contribution, are calculated.
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A cumulative distribution function (CDF) or a complementary
distribution function (1-CDF) for a ground-motion parameter of

interest is developed at a site by choosing a large number of

sites at the nodes of a grid covering a given region. The
seismic exposure within the region can be described graph-

ically as a contour map of ground-motion parameters.

2.5 Preparation of an Exposure Map

Once a cumulative distribution function is established for

each node, a seismic exposure map can be prepared for any
desired probability of exceedance or non-exceedance. Before
discussing this process, the following definitions are pre-
sented :

0 Probability of Non-exceedance: The probability that a
given level of ground motion will not be exceeded
within the period of interest.

o Period of Interest: The assumed design life or useful

life of a structure or a project.

o Return Period (RF) : The mean (or average) waiting
time for an event of interest (assuming a Poisson law

of occurrence of earthquakes) .

Figure 7 shows a relationship between return period, period of

interest, and probability of non-exceedance using a Poisson

distribution for mean rate of occurrence and the Bernoulli

binomial law for magnitude distribution.

Following sections of the report address the detailed input

data required for executing the program SEISMIC.EXPOSURE,

which generates probabilities, average return periods, and
ground-motion values for a site or grid of sites.
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3.0 SE ISMIC. EXPOSUR.E PROGRAM ELEMENTS

The SEISMIC.EXPOSURE program consists of a main program, three

subprograms, and thirteen subroutines. Figure 8 illustrates

the program flow and a summary of the output from each of the

major steps in a typical analysis. It is necessary to run the

program MARKOV before the program SEISMIC.EXPOSURE  is executed

if a semi-Markov treatment is desired for great earthquakes or

seismic gaps. The MARKOV program data inputs are discussed in

Section 4.0.

The array dimensions of SEISMIC.EXPOSURE can accommodate up to

51 earthquake sources, 408 nodes, and 153 elements or

trapezoids, 153 bands, and can analyze 13 ground-motion

parameters in a single run. The limitation to the number of

grids considered per run and to the number of sites or nodal

points chosen per grid is determined in the main program on

the basis of source geometry. If modifications of array

dimensions are desired, a list of subroutines and variables

that require changing are included in Appendix D.

3.1 Description of Input Data

A typical region of interest for a seismic exposure analysis

is shown in Figure 9. The following descriptions of input

data and figures have been modified from work done previously

for Woodward-Clyde (1978) and by Guidi (1979). Input data for

the software-program package SEISMIC.EXPOSURE can be entered

either on cards or in data files. The job control language

for using files or cards as data entry elements is discussed

in the next section. The following paragraphs describe the

data to be entered on 13 cards or equivalent file images.
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I. Run Identification-- (2OA4) --Two cards

Col. 1-80 HED1 Identification Label--Card One

1-80 HED1 (Continuation) --Card Two

II. Plot Identification--(3I5)--One card

Col. 1-5 I CAL 11 for an n-inch and 30 for a 30-

inch Calcomp plotter

6-10 JFLAG Map projection: -1 for inches

(taken directly from the map), O

for Lambert Con ic with one
Standard Latitude; 1 for Lambert

Conic with two Standard Latitudes;

and 2 for Transverse Mercator.

III. Map Projection-- (5FlO.O) --One card

21-30 STLN

31-40 SCAL

41-50 DTLB

Col . 1-10 STLT1 Standard Latitude 1; value is zero

for Transverse Mercator
11-20 STLT2 Standard Latitude 2; input as zero

if only one Standard Latitude is

used; input zero for Transverse

Mercator*

Standard Longitude*

Not used in this program, but SCAL

is used for later generation of

seismic exposure maps (see Section

7.2)*

Distance between grid marks and

label default value of 0.5 inches

*These parameters depend on the base maps chosen and are
generally available in the legend of the map.
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Iv. Label Description for Plotting-- (7FlO.O)--One  card

Col. 1-1o

11-20

21-30

31-40

41-50

51-60

61-70

DXCR X-distance between grid marks, in

degrees

DYCR Y-distance between grid marks, in

degrees

DXLB X-distance between labels, in

degrees

DYLB Y-distance between labels, in

degrees

DCLV Increment between contours

XMDC Label every ‘XMDC’ contour

CRCR Input 1, if marks are desired

inside grid, O if not desired

v. Frame Description-- (6F1000) --One card--must be input

Col. 1-10 XORIG X-coordinate of origin, in degrees

11-20 YORIG Y-coordinate of origin, in degrees

VI . Problem Description-- (l6I5)--One card--(A plan view of a

typical earthquake source region is shown on Figure 9.)

Col. 1-5 NOAR Number of area sources

6-10 NOLN Number of line sources

11-15 NOND Number of nodes

16-20 NOEL Number of elements

21-25 NOGD Number of grids

26-30 NOVB Number of parameters to be studied

(e.g., peak ground accelerations,

peak velocity)

Number of attenuations per param-

eter--the program allows for two

31-35 NOAT*

* See Data Set XIV and Figure 16.
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36-40 IWPT

41-45 SADT

46-50 I WDT

51-55 SAUT

56-60 IWUT

61-65 MXPR

66-70 MXSV

71-75 MXMG

relationships per parameter; if

desired, use 2

FIRST LOGICAL UNIT FOR PRINT,*

default is 11

Save plot file ? O = NO

FIRST LOGICAL UNIT FOR PLOTFILE

Save output on disk? O = NO

FIRST LOGICAL UNIT FOR DISK

OUTPUT*

Number of lines of output printed

per site, DEFAULT = 4

Number of values saved on disk per

site, DEFAULT = 40

Maximum number of magnitude levels

used in this run, DEFAULT = 16

l e v e l s , cannot be greater than 18

VII. Source/Maqnitude Contribution Table**- (NPPRT+3)15 One
or more cards

Col. 1-5 IPDELT Ground-motion parameter increment

spacing for which tables are
desired; ee90r if parameter
increment = 20 cm\sec2 and

IPDELT=l, then tables will be

printed every 20 cm/sec2 starting

*Unit 4 cannot be used a write unit - used presently for
carriage control and as a scratch file.

**This information is needed for generation of the source/
magnitude contribution table. The dimension of array CPESM
dictates how many can be generated. If space is insufficient
for all requested tables, parameters will be processed in
order given to the array IPPRT above. Remaining parameters
will be treated as if they were not specified.
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6 - 1 0 MP LEV

11-15 NPPRT

with lowest value of interest; if

IPDELT = 2, then tables will be

printed every 40 cm/sec2; ground-

motion parameter increment

( DLVBEX ) and lowest value of

interest (DNVBEX) are read in on

card XIII.

Index of highest value of interest

for which a table is generated.

This index should be set according

to (MPLEV-1)  ● DLVBEX = Maximum

ground-motion value for which a

table is generated, where DLVBEX

is the ground-motion parameter

increment set in card XIII. When

the index MPLEV is reached, tables

are no longer generated. Since

only one value of MPLEV is given

for all the ground-motion

parameters, MPLEV should be chosen

so that the highest value of

interest for each parameter is

included in the tables.

Number of parameters for which to

generate tables (O = No tables are

generated)

16-20 IPPRT(l) First parameter by input sequence

number

21-25 IPPRT(2) Second parameter by input sequence

number

. . ●

. . .

..0 IPPRT(NPPRT) Last parameter by input sequence

number
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VIII. Time Period and Magnitude-- (3F10.0)--One card

Col. 1-1o TMBACK Time period of interest, i.e., 10,

20, 50, 100 yrs

11-20 DLMG Magnitude increment, i.e., 0.25

21-30 STMG Smallest magnitude of interest,

e.g., Ms = 5.00

IX. Nodal Coordinates-- (NOND cards; see Data Set VI)--

(I5,3F1O.C))

Col. 1-5 I XWC Node index, e.g., 1, 2, 3

6-15 XXIN X-coordinate of node (longitude) ,

in degrees

16-25 YYIN Y-coordinate of node (latitude),

in degrees

26-35 ZZIN Depth is in kilometers and is
negative (see Figure 10).

x. Description of Elements--(415)-- (NOEL cards, see Data Set

VI and Figure 11)

Col. 1-5 IXTP(l) Index of node I (shallow)

6-10 IXTP(2) Index of node J (deep)

11-15 IXTP (3) Index of node K (deep)

16-20 IXTP (4) Index of node L (shallow)

Note: Elements must be specified in sequence of their

reference in area source description.
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XI . Area Source Properties-- (At least five cards per source)

Card l-- (15A4, 315)

Col. 1-60 HED2*

61-65 NB

66-70 NBSM

Area source identification*

Number of different magnitudes

(must be 2 or larger)

Number of different semi-Markov

magnitudes, O if no semi-Markov

input

71-75 INDATA Input unit number for semi-Markov

data (default = 5)

76 -80 PBCUT Log10 (P # of events ) cutoff

Card 2--Geometric Description and Boundary Conditions--(5I5)

(see Figures 4, 11, 12)

Col. 1 - 5 NOBD Number of bands

6-10 KXBD (1X,1) Boundary Condition l--Deep

11-15 KXBD (1X,2) Boundary Condition 2--Shallow

16-20 KXBD (1X,3) Boundary Condition 3--corresponds

to side I, J of element

21-25 KXBD (1X,4) Boundary Condition 4 --corresponds

to side K, L of element

Note: KXBD gets reset to 1 of

RUPTUR = O (point source)

*Must correspond exactly to the MARKOV area source
identification label if semi-Markov inputs are being
provided in the run.
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Card 3--Number of Elements in Bands*--(l6I5) (See Figure 12)

Col. 1-5 NBELBD(l) Number of elements in band 1 --deep

6-10 NBELBD(2) Number of elements in band 2

. . .

. . .

. . . NBELBD(NOBD) Number of elements in band NOBD--

shallowest

Card 4 --Parameters of Poisson and Bernoulli Model**--(8FlO.O)

Col. 1-10 TMDA(IXSC) Time data base

11-20 XNBDA(IXSC) Number of events greater than or

equal to STMG, the smallest magni-

tude of interest

21-30 XNBMG(l,IXSC) Number of successes for RM = STMG

(XNBMG must always be greater than

zero. The program takes DLGAMA of

XNBMG--an error will result if

XNBMG is less than or equal to

zero) .

31-40 XNBMG(2,1XSC) Number of successes for RM = STMG

+ DLMG
● ● ●

. .

. . . XNBMG(IXSC,NB) ~umber of successes for largest RM

on this source

Note: IXSC is the index of the iteration control statement
for the total number of sources in this run. NB is the number
of different magnitudes associated with this source.

*For a given source, the number of elements in each band are
read in starting with the deepest band and moving to the
shallowest. For example, refer to Figure 12: the area
source shown contains two bands (band l--deepest, and
band 2--shallowest); each band is formed of only one element
(trapezoid). Therefore, for this particular case: NOBD = 2
and hence, NBELB (1) = 1, and NBELBD(2) = 1. The program
will take NBELBD elements from the list in card X. The order
of the element description must match Card 3.

**Detailed explanation will be deferred until Sections 7.1.1
and 7.1.2.
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XII. Properties of Line Sources--(At least 3 cards per

source)

Card l-- (15A4, 315, FS.0)

Col . 1-60 HED2 Line source identification

61-65 NB Number of different magnitudes

66-70 NBSM See area source description

71-75 INDATA See area source description

75-80 PBCUT Log 10 (Probability Cutoff)

Card 2--Geometric Description and Boundary Conditions--(4I5)

(See Figure 14)

Cole 1-5 NOSG Number of segments

6-10 NBELBD( ) Index of first node

11-15 KXBD(IX,3) Boundary condition l--first node

16-20 KXBD(IX,4) Boundary condition 2--last node

Card 3 --Parameters of Poisson and Bernoulli Model*--(8FlO.O)

Col. 1-10

11-20

21-30

31-40

●

●

. . .

TMDA(IXSC) Time data base

XNBDA(IXSC) Number of events greater than STMG

XNBMG(l,IXSC) Number of successes for RM = STMG

XNBMG(2,1XSC) Number of successes for RM = STMG

+ DLMG

. .

. .

XNBMG(NB,IXSC)  Number of successes for largest RM

on this source

*Detailed explanation will be deferred until Sections 7.2.1
and 7.2.2.
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XIII. Attenuation Information-- (NOVB sets of 2 or 3 cards;

see VI)

Card l--Identification-- (5A4, 3F1O.O)

Col. 1-20 HEDVB ( IXVB) Attenuation identification

21-30 DLVBEX(IXVB) Increment for parameter in this

iteration (i.e., if parameter is

peak acceleration, then the incre-

ment could be taken as, for
example, 20 cm/sec2/see)

31-40 DNVBEX(IXVB) Smallest value of interest of

parameter in this iteration

41-50 UPVBEX(IXVB) Largest value of interest of

parameter in this iteration

Note: IXVB is the index of the iteration control statement on

the number of ground-motion parameters in this run.

Card 2--Attenuation Coefficients for Magnitude Smaller than

XMX--(8F1O.O) where XMX is the maximum M value for

which the coefficients are valid in attenuation
relationships of the form:

b~e b2M
GROUND-MOTION PARAMETER =

(R + b3) b4

Col. 1-1o B1(IXTT) Coefficient bl
11-20 B2(IXTT) Coefficient b2

21-30 B3(IXTT)* Coefficient b3
31-40 B4(IXTT)* Coefficient b4

*The user has the option of entering different b3 and b4
coefficients because, depend~ng on the desired Cl and C2, b3
can be set equal to b3=c1 ec2 (also see XIV).

3-1o



Plan View - (NOSG = 3)

t

—.— —.— —.— .—— —— .—

t
.4 A

Longitude, Degrees

Ground Surface Longitude, Degrees
● \y~/

Constant Depth

: F Irst Node Last Node
*

s K K+ 1 K+2 K+3

:
n

Section A-A

NOTE: In Con.tmt to area sources (where nodal indi- w be numberd in
any arbitrary order), line sources have to be numbered
in sequential order, starting with the first no&. The boundary conditions
KXBD( , I can take one of the thr~ possibk valum, that is, -I, C), or I
(sea Fig. 4). Depth of all nodes in the source h8s to be constant.

Fig. 15 - Convention for Nodes of Line Source



41-50 SIGLN

51-60 XMX

Card 3-- Input only

21-30 DEPTH

3 1 - 4 0  c l

4 1 - 5 0  C2

IXTT) Standard deviation of log-normal

distribution associated with the

attenuation relationship; input in

log-scale

Max imum magnitude” for which
coefficients above are valid--if

XMX is entered as zero, coeffi-

cient is valid for all magnitudes

if XMX is different from zero--(8FlO.0)

Col. 1-1o B1l(IXTT) Coefficient bl, linear scale
11-20 B22(IXTT) Coefficient b2, linear scale

Card 4--Input Attenuation Coefficients for depths greater than

DEPTH (see Card 2 for format, Card XIV for depth). If

only one attenuation is desired, Card 4 should be the

same as Card 2. It cannot be omitted.

XIV. Information on Distribution Associated with Attenuation

Relation-- (IlO,7FlO.O)

Col. 1-1o MXDTIC Number of steps in distribution;

85 to 101
11-20 XSIG Number of standard deviations on

each side of the mean-- if

XSIG = O, the median curve is used

Depth to establish the limit

between different attenuation

relationships-- see Figure 16; this

value is irrelevant if the same

attenuation is entered twice

Coefficient Cl used to determine C

Coefficient C2 used to determine C
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Ground Surfea
w

.— /——— —.— .—

- Longitude

Depth (see XIV)

—— Limiting Depth

\

Valid for Magnitude
Greater than XMXb

z
E~.

2
i.-
;
z
g
a
0
G

Va l id  fo r  Magn i tudez
& Greater than XMX
~

[

Distance  ( R )

&
&

Deep Attenuation

co,-

2
zc> Attenuation Relation of the Form:
o
G b le b 2 M

#
Distance (R) (R+b3)b4

Shallow ARenuation

The program can handle two afienuation relationships/ground motion parameters (i.e., NOAT =
1 or 2, see VI). The parameter depth in data set XIV establ istws the depth I imit between the two
relationshi~, The pr~am allows for the specification of a range or validity of the attenuation
relationships, e.g., valid between RM = 3.W and RM = 6.00.
TWO attenuation relationships have to be input for each ground motion Rum. If only one
attenuation relationship is to be used, then it should be repeated.

Fig. 16- Example of Attenuation Relations



C2Mwhere: C** = cle

ble b2M
GROUND-MOTION PARAMETER =

xv.

Col .

XVI .

Col .

51-60 RP I CVR

61-70 RPICHZ

71-80 EPS

(R + C) b4

Vertical integration step in km;

if input as zero, Default = 10 km

Horizontal integration step in km;

if input as zero, Default = 1(I km

Parameter used for horizontal and

parallel checks, use 0.10 km

Rupture Lenqth-- (8Flo.o)-- (One or two cards; if MGMX is &
8 , then use only one

relationship)

1-1o RUPTUR(l)

11-20 RUPTUR(2)

. . . RUPTUR(MGMX) *

Rupture Width

if MGMX is 38,

1-10 RUPW(l)

card; see Figure 17 for a sample

Horizontal rupture length cor-

responding to STMG--smallest

magnitude of interest in km

Horizontal rupture length cor-

responding to STMG + DLMG

Horizontal rupture length cor-

responding to MGMX--largest

magnitude of interest.

(down dip) --(8Flo.o)-- (One or two cards;

then use only one card; see Figure 17)

Rupture width corresponds to

STMG--smallest magnitude of
interest in km

**For an attenuation relationship valid below the depth,
cutoff, the program gives the same C (i.e., Cl and-C2)
values for magnitude MS 8.5 and greater earthquakes.



M$ - 
!(J9  A + 4.15 (Wvss, 1979)

M -  Mws- A L w
— . .

5.5 224 4.7 4 7

6.0 70.8 8.4 8 4

6.5 224 15 15

7.0 708 27 27

7.5 2240 47 47

8.0 7080 80 80

8.5 22400 180 175

9 0 70800 400 175

9.5 224000 1100 200

300

200 -

100 -

0
0 100 200 300 400 500 600 700 800

Rupture Length (km)

Fig. 17 – Fault Rupture Length Magnitude Relatlonshlp



11-20 RUPW ( 2 ) Rupture width corresponding to

STMG + DLMG

. . ●

. . .

. RUPW(MGMX)* Rupture width corresponding to

MGMX -- largest magnitude of

interest

XVII . Grid Description--(3 cards per grid)

Card l-- Identification-- (2OA4)

Cole 1-80 HED2 Grid identification label

Card 2 --Grid Coordinates-- (7FlO.O) (See Figure 18)

Col. 1-10

11-20

21 -30

31 -40

41-50

51-60

61-70

XXOR X-coordinate of origin, in degrees

YYOR Y-coordinate of origin, in degrees

XXRT X-coordinate of right bottom cor-

ner, in degrees

YYRT Y-coordinate of right bottom cor-

ner, in degrees

XXUP X-coordinate of left top corner,

in degrees

YYUP Y-coordinate of left top corner,

in degrees

ZZSITE Depth of site (km)--DEFAULT  = O

Card 3 --Grid Coordinates --(415) (also passed to plot file)

Col. 1 - 5 NXMX* Number of points in X direction

6-10 NYMX* Number of points in Y direction;

if (NXMX.EQ.O and .NYMX.EQ.0) only

site XXOR, YYOR will be studied

*If rupture RUPW (MGMX) is read as zero, the point-source
model is used.
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Region n

of Interest

(xxUP, YYUP)

/H

(

(XXRT, YYRT)

(XXOR,  YYOR)I

t—————— ‘XMX = s
Plan View of Non-Orth~#l Grid

NOTE: The program allows for grids making an angle with the horizontal,
The flexibili~  when covering a given region is increasea &lth this option.

~Ground Surface

?
Longitude

Depth
Sirk View of Typical Grid

NOTE: ZZSITE is given in kilometem (negative) if zero, nodal Wints or sites

Nodal Point
or Sites

N X M X (XXRT,YYRT)

I For this Case, NYMX = 5 i

Plan View of Conventiorsd  (O@mgonal)  Grid

Fig. 18- Options for Grid Confi~ratiom



11-15 PLFR Plot frame? O = NO, used in

PLOT.ISO

15-20 SKIPAC Transform ACC to intensity ? O =

NO, used in PLOT.ISO

Note: If (NXMX = O) and (NYMX = O), only one site with coor-

dinates XXOR and YYOR will be studied.

3.2 Entry of Source Geometry Data

Several recommendations that will facilitate data entry and

efficient use of the program are summarized in the following

paragaphs.

o The relationship between distances in degrees (input)

and in kilometers (used in the analysis) is obtained

using algorithms appropriate to the map projections

used. The parameters needed to define the respective

projections are given below:

One point of reference from which the distances

are computed. All distances should be positive;

therefore, this point (XORIG, YORIG) should be

chosen at a location near the left bottom corner

of the area of interest.

The coordinate sign convention is north and east

as positive; hence, in the sample problems to

follow in Section 7.0, the site and sources are

located in the northwest quadrant, and the

coordinates are, respectively, positive and

negative in sign.

o A number of ground-motion parameters (NOVB), e.g., peak

ground acceleration, can be studied in one run. Two

attenuation relationships can be used: shallow and
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deep. The limiting depth for which the shallow

relationship is valid should be deeper, or as deep as

the deepest node of the shallow sources.

o The output of the program SEISMIC.EXPOSURE can be saved

on disk in the standard line-printer format (SAUT = 1)

and in a condensed version for later use in plotting

(SADT = 1) . The output for the first ground-motion

parameter is directed to logical unit IWPT (line

printer, default = 11) and, as required, to logical

units IWUT and IWDT, the line printer copy, and the

plotted version, respectively.

The program increments the value of the logical units

by one for each additional ground-motion parameter and

creates a different file for each. For example, if

three parameters are being studied and all outputs are

required, a total of nine files will be created.

o The coordinates of all nodes are entered sequen-

tially. The elements (trapezoids or triangles) are

described by their node indices. The elements are

entered in the order they are selected in the area
sources (i.e., the element of the first source first

and so on) . The number of elements in each band are

entered, starting with the deepest band and moving up

to the shallowest band.

o Area sources must be entered first; the line sources

follow.

o When entering an area source (Figures 3, 9, 10, 11, and

12), the following conventions should be observed:

Lines defining bands must be horizontal. In

Figure 3, Al and A2 are at the same depth:
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similarly, B1 and B2 are at the same depth. Lines
defining bands must also be parallel. Conse-
quently one band will generally contain only one

element. If the distance from the right and left

corners to the base of the trapezoid differ by

more than one vertical integration step, an error

message will be printed and the program will

terminate. (This is another reason for choosing

large vertical integration steps.)

Elements must have a down-dip length greater than

one vertical integration step. If the down-dip

length is less than two vertical integration

steps, the program will run, but a message will be

printed.

The indexing of the elements must be sequential in

each band (either right to left or left to right)

starting with the deepest band and moving to the

shallowest (although, as previously stated, it is

recommended that each band contain only one

element) . Two adjacent bands in a source must

share a common side. They must neither overlap or

be separated by a gap. The shallow edge of one

band must be the deep edge of the next.

If non-zero values are being input as rupture

lengths or widths, two consecutive values for

incremental earthquake magnitudes should not be

within one integration step of each other. The

consequence is that one of the checking routines

in the program regards the input values for

ruptures as zero, thus automatically selecting the

point source model even though non-zero rupture

lengths are input and a rupture model is desired.



The four boundary conditions are input in the

following order: deep, shallow, left side and
right side (looking from deep to shallow).

The fault length and down-dip length are related

to the rupture length of the largest earthquake

that can occur on the fault in the following
manner :

If either boundary condition is +1, the fault
length must be greater than or equal to 1/2 the

rupture length plus one integration step. If it

is larger than this value, but smaller than 1/2

the rupture length plus 2 integration steps, the

program will run, but a warning will be printed.

If the boundary conditions are O or -1, the fault

length must be larger than the rupture length plus

1 integration step. If it is larger than this

value but smaller than the rupture length plus 2

integration steps, the program will run, but a

warning will be printed.

A warning will be printed if the boundary

condition of the top boundary is +1. This is to

prevent ruptures which will extend beyond the
earth’s surface. For gently dipping buried
sources, this will not be a problem.

The epsilon value is used by the program in order

t o identify which are the shallow and deep
boundaries of an area source. This parameter must
be small relative to the integration step

chosen. For example, if the integration step is 1

km, then epsilon should be no larger than ().1 km.
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A triangle is treated as a trapezoid with one edge

having zero length. Because of this and the

previously discussed constraints on fault lengths,

the only rupture than can occur on a triangular

source is a point rupture.

A triangular element is described as follows: If

there are two deep points and one shallow point it

is input as B1, A2, A3, B1. If there is one deep

point and two shallow points it is input as BII

A2, A2, B3 (where B is shallow and A is deep).

o When entering a line source (Figures 14, 15):

All the nodes must be at constant depth.

The nodes must be numbered sequentially along the

source , either from left to right or right to

left.

The rupture-length boundary condition can be set

so that the rupture may extend to include several

segments, but will not extend to another line

source.

The first boundary condition applies to the side

of the line with the smaller node index.

Line sources can contain bends between segments

but the program does not work if the angle between

segments is acute. It is recommended that the

angle between the first and last segments not be

less than 135,.

The length of a line segment must be greater than

one horizontal integration step.
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It is usually simpler to

fault as a line source.

3.3 Entry of Source Seismicity Data

enter a vertical crustal

Conventions for entering seismicity data are discussed

below. In all cases, seismicity distribution on a line source

or an area source is treated uniformly over the entire source.

o The rate of occurrence of various earthquake magnitudes

is specified for each source.

o Earthquake magnitude intervals (e.g., 0.25) must be
uniform for each magnitude interval, from smallest to

largest magnitude, for a given source.

o Each earthquake source must have the same minimum
magnitude for which the number of earthquakes has been

specified.

o If it is desired to include the semi-Markov treatment

of earthquake recurrence, the MARKOV program must be

executed in order to generate the proper inputs for the

sources. The non-semi-Markov earthquake magnitudes are

provided up to a cutoff magnitude. The recurrence

description is completed when the number of earth-

quakes, their probability of occurrence, and respective

magnitudes are obtained from the MARKOV program run.

o The magnitude interval chosen for the non-semi-Markov

magnitude distribution on a given source must be the

same as the magnitude interval for the semi-Markov
treatment.

o A magnitude state is defined in the semi-Markov
treatment as the central magnitude in a given
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interval. For example, if the non-semi-Markov treat-

ment covers magnitudes up to magnitude 7.55, then the

semi-Markov treatment would begin at State 1 (8.05).

State 1 represents the number of earthquakes between

magnitude 7.8 and 8.29; similarly, State 2 (8.55)
represents the magnitude 8.3 to 8.79 interval and State

3 (9.05) represents the magntude 8.8 to 9.29 interval.

3.4 General Comments on Applications

The key task in setting up a given seismic exposure problem

for the SEISMIC.EXPOSURE software package is to correctly

input all geometry, recurrence, and associated program control

inputs. This task can be expedited by using a one-site

problem, without doing any computations for probabilities,
which will have a relatively short clock run time (say 60
seconds) on the program execution run card. The short run

time allows program execution to proceed through reading and

writing the input parameters, thus allowing errors to be
identified before more costly computation of probabilities.

When using more than 10 sources, it is helpful to make runs

using only 4 to 5 sources at a time. Once the input data are
verified as being correct, the smaller source data files (card

images) can be concatenated to obtain the desired number of

sources for the problem. In other applications, it may be
more cost-effective to generate just a listing of ground-

motion values for selected sites rather than generating a

complete plot. Several (13) ground-motion-value parameters

can be evaluated from a single run.

If ground-motion-value contribution tables are desired, care

must be taken in the selection of table parameters. These
parameters determine how much output will be obtained for each

site. Computing time and the volume of output obtained

increase nonlinearly when contribution tables are generated;
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therefore, the assignment of larger size files must be made

prior to the run.

The contribution tables provide a source by source breakdown

of percentage contribution to seismic exposure values given in

the site-by-site probability of exceedance output. The types
of contribution tables and their meaning are as follows:

o source by source detailed listing of percent
contribution by magnitude interval to each ground

mot ion level. This presentation allows for the
immediate identification of which magnitudes and which

sources contribute to the seismic exposure. The total
number of earthquakes on all sources that contribute to

the exposure is listed.

o The magnitude-ground motion level-source summary table

shows the total number of earthquakes that have
generated each ground motion level by source. When
these numbers of events are corrected to Poisson

probabilities for the selected period of interest,

source contributions to the total probability of
exceedance can be obtained. These individual source

contributions to the total probability of exceedance

must be obtained through the numbers of events. They
cannot be obtained correctly by merely subtracting
probability levels.

The inputs to the MARKOV program are discussed in the next

section. The remaining two programs, CONST.PROB and PLOT.ISO,

are discussed; the development of two sample problems follow

the discussion.
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4.0 MARKOV PROGRAM ELEMENTS

A semi -Markov process has been selected to model the patterns

of spatial and temporal variations of great earthquakes in a

seismic-gap-type environment. A semi-Markov process can be

defined as a process in which a system of interest (e.g.,

occurrences of earthquakes) makes transitions from one state

(e.g., one earthquake magnitude) to each of several other

states. The transitions are probabilistic and have a one-step

memory, i.e., the probability of moving to a given state

depends on the present state of the system.

In addition to this property of the more general Markov

process, a semi-Markov process is also characterized by a

probabilistic holding time between successive transitions.

The probability that the holding time between two successive

earthquakes is equal to a given value depends on the magni-

tudes of the two earthquakes. The theoretical development of

the model is discussed in the literature (Howard, 1971; Idriss

and others, 1979; Patwardhan and others, 1980).

A semi-Markovian representation of earthquake sequences is

consistent with the generalized understanding of earthquake

generation which consists of a gradual, uniform accumulation

and periodic release of significant amounts of strain energy

in the earth’s crust, as illustrated in Figure 19. The figure

shows cumulative strain in arbitrary energy units from an

arbitrary beginning time period. Each of the steps in the

energy-release curve represents the occurrence of an earth-

quake of magnitude Mi. Following a great earthquake, the

buildup of strain energy sufficient to generate another such

earthquake takes time. Therefore, within short periods of

time following the occurrence of a great earthquake, the

occurrence of another earthquake of similar size at the same
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location is less likely than the occurrence of one within an

area that has not experienced a great earthquake for a long

time. As the time without the occurrence of another great

earthquake increases, so does the probability of the occur-

rence of such an earthquake. Therefore, it is reasonable to

assume that both the size, Mi/ of the next large earthquake

and the holding time to that earthquake are influenced by the

amount of strain energy released in the previous earthquake

(as related to the magnitude of that earthquake) and the

length of time or elapsed time, to, over which strain has been

accumulating. For instance, assuming a constant strain rate,

the strain buildup required to generate a magnitude 8.6 (Ms)

earthquake is likely to take longer than the strain buildup

required to generate a magnitude 7.8 (Ms) earthquake. These

considerations form the basis for the semi-Markovian

representation of earthquake sequences used in this work.

4.1 Assessment of Model Parameters

Since the upper range of holding times between large

earthquakes may be up to several hundred years, the historical

seismicity data alone, of about 80 years, are not sufficient

to provide reliable estimates of the parameters of a semi-

Markov model; namely, transition probabilities, Pij, and
probability distributions of holding times, hij (m) .
Therefore, a Bayesian procedure that utilizes both historical

seismicity data and subjective inputs of experts in a formal

statistical format is used. The details of the Bayesian

procedure are discussed in Patwardhan and others (1980).

The required formats for the historical seismicity data and

subjective inputs are as follows:
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Format for Historical Format for

Parameters Seismicity Data Subjective Inputs

Transition Magnitudes of earth- Four fractiles
probabilities quakes that follow an (0.25, 0.50,

earthquake of magnitude 0.75, 1.0) of the

Mi for each i magnitude of the

earthquake that

follows an earth-

quake of magnitude

Mi for each i

Distribution of Holding time between Four fractiles

holding times two successive earth- (0.25, 0.50,

quakes of magnitude Mi 0.75, and 1.0)

and Mj for each i of the holding
and j time between

successive earth-

quakes of magni-

tude Mi and M j for
each i and j.

The basis for using the Bayesian approach to developing the

required probability distributions and characteristics of these

distributions are presented in Section 4.3.

4.2

The

Main Components of the Semi-Markov Model

main components of the model can be summarized as follows.

Initial Seismicity Conditions - Initial seismicity conditions

define the characteristics of the most recent earthquake having

a size in the range included in the model. Two parameters are
required: the magnitude of the most recent earthquake, Mo, and

the elapsed time, tot since the occurrence of that earthquake.
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Transition Probabilities, (Pij) - The likelihood that no

earthquake of size Mi will be followed by an earthquake of size

‘j defines the transition probability, Pij. This is
illustrated in Figure 20.

Probability Distribution of Holdinq Times, hij (.) - The time

between the occurrence of two successive major earthquakes, the

first of size Mi and the next of size Mj, is termed the holding

time, tij. The amount of holding time would depend both on Mi
and Mj for a given region. The likelihood that tij equals m
for all possible values of m defines the probability

distribution, hij (.), of the holding time.

Period of Interest - This is the period, tp f during which

probabilities of occurrences of different size earthquakes are

required, for example, a 40-year design life of a structure.

These probabilities are a function of real time; that is, for

the same time period, tp, the probabilities depend on the

starting time of the analysis.

The subjective probability assessments required by the program

MARKOV are in the form of four fractiles (0.25, 0.50, 0.75 and

1.0) of the magnitude of the earthquake that follows an earth-

quake of magnitude Mi for each i and four fractiles of the

holding time between two successive earthquakes of magnitude Mi

and Mj for each i and j. The continuous probability distribu-

tion defined by the four fractiles of each variable is divided

into discrete intervals in the program to obtain the discrete

probability distributions pij(m) and hij(m).

A fractile of a random variable, x, refers to a point on the

cumulative distribution function (CDF) of x. For example, 0.25

fractile of x refers to the value of x such that the proba-

bility of being less than or equal to that value is 0.25.
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Fig. 20 – Schematic of Semi-Markow State Transitions



Procedures for fractiles of random variables are well estab-

lished (see, for example, Raiffa, 1968) . A procedure
appropriate for the assessments required in this program is

described in Appendix C.

4.3 Discussion

It should be noted that both the data and subjective inputs

define continuous probability distributions of each pertinent

random variable. These two distributions are combined to
obtain a Bayesian distribution of each variable. This
continuous distribution is then divided into discrete intervals

within the program MARKOV to obtain the discrete probability

distributions, Pij and hij(m) ~ mentioned in the last section.
The forms of probability distributions assumed in the Bayesian

analysis are summarized in Table 1.

4.4 Input Data

Input data for the program MARKOV can be entered either on

cards or in data files. The following paragraphs describe the
data to be entered on 12 cards or equivalent data card images.

I. Run Identification -- (20A4) - One Card

Cole 1-80 RUN(I) Identification label, 1=1 to 20

II. Run Parameters -- (12, 2X, 3F10. O) - One Card
Col. 1-2 NZONE Number of zones, DEFAULT=l

6-15 TDELTA Time increment in years,

DEFAULT=5.O

16-25 FCAST Period of interest, DEFAULT=40.O
26-35 MDELTA Magnitude increment, DEFAULT=O.25
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The above information, items I and II, is applicable  to all

zones. The following information must be supplied for each of

the NZONE zones in sequence, i.e., Zone 1, Zone 2, and so on.

III. Zone Identification -- (20A4) - One Card

Col. 1-80 ZONE (I) Zone heading, 1=1 to 20

6-9 FILE

11-20 GAP

21-30 MAG

31-40 MAG1

Iv. Initial Seismieity Conditions -- (11, 14, A4, 1X, 3F1O.O)

- One to three cards

Card 1

Col . 1 NSTATE Number of semi-Markov magnitudes to

be generated

maximum = 4, no DEFAULT

2-5 NSEG Number of segments. This allows

user to proportion seismicity

between segments of a zone. The

appropriate proportions are input

in Card 2. If NSEG = 1, Card 2 is

not input. Maximum of 20 segments

are allowed.

If FILE is blank, the output is

written to printer only. If FILE
is not blank, output will be

written to file number specified in

Card 3. Card 3 is not input if

FILE is blank.

Number of years since last

earthquake, no DEFAULT

Magnitude of last earthquake, no

DEFAULT

Magnitude of first semi-Markov

magnitude, no DEFAULT
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TABLE 1

FORMS OF PROBABILITY DISTRIBUTIONS

ASSUMED IN THE BAYESIAN ANALYSIS

Prior (and Posterior) Bayesian Distribution

Variable Data Distribution Distribution of Parameters of Variable

Holding Timer tij Distribution of in tij Distribution of and 2 Distribution  of in tij

is normal of in tij is normal- is s t u d e n t - t  (this dis-

inver ted -gamma-2  (para- tribution is broken into

meters of this distribu- discrete intervals to

tion obtained by fitting obtain h. s1] m).

an empirical equation to

the four, subjectively

assessed fratiles) .

Magnitude, Mi of an Distribution of

Earthquake Following in (Mi - M*) is

an Earthquake in normal.

State i

Distribution of and 2 Distribution of

of in (Mi - M*) is in (Mi - M*) is student-t

normal-inverted-gamma-2. (this distribution is

broken into discrete

intervals to obtain

‘ij).
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Card 2 (NSEG)F1O.O

Col. 1-10 PROP(1)

11-20 PROP(2)

: PROP(NSEG)

Card 3 NSEG ( I )

Col. 1-4 OUT(1)

5 - 8 OUT(2)

●

✎

●

. OUT(NSEG)

Not input if NSEG = 1

The proportion of the seismicity

to be assigned to segment 1, 2,

etc., could be based on area or

other user determined criteria.

The sum of PROP’s should equal 1.

Not input if FILE is blank.

Output unit number for segment 1 of

zone if NSEG=l

Output unit number for segment 2

...

Output unit number of segment NSEG

v. Data for each Magnitude of Model within Zone NSTATE Card

Groups

Card 1 (20 A4)

Col. 1-80 Title (I) Parameter description, labeled as

Ml, M2...,
Mn where n . STATE .

Card 2 (12)

Cole 1-2 N Number of data points, O=none

Card 3 (8F1O.O) -- Only Read if N%O
Col. 1-10 Y(l) 1st data point

11-20 Y(2) 2nd data point
: : :

71-80 Y(8) 8th data point

Repeat until the Nth data point is specified. Total
number of cards = (N+7)/8 truncated
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Card 4 Int (N+7)8 +2 (A4, 6X, 4F1O.O)

1-4 PFLAG Flag for prior data. All 4 columns
blank means no prior data. Other-
wise, prior data will be read.

11-20 PRIOR(1) 25% fractile

21-30 PRIOR(2) 50% fractile

31-40 PRIOR(3) 75% fractile
41-50 PRIOR(4) 100% fractile, maximum

VI . Data on Holdinq Times - (NSTATE**2 card groups

corresponding to the NSTATE**2

holding times)

Card 1 (20A4)

Col. 1-80 TITLE(I) Parameter description labeled as

Tll, meaning the holding time

between magnitude (1) and

magnitude (l); T12, the holding
time between magnitude (1) and

magnitude (2); and so on for

subsequent groups (NSTATE*NSTATE)

of holding time cards.

Card 2 (12)

Col. 1-2 N Number of data points, O=None

Card 3 (8F1O.O) - Only Read if N*O

Col. 1-10 Y(1) 1st data point
11-20 Y(2) 2nd data point

: : :
71-80 (8) 8th data point

Note: Repeat until the Nth data point is specified.

Total number of cards = (N+7)/8 truncated.
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Card 4 (A4, 6X, 4F1O.O)

Col. 1-4 PFLAG Flag for prior data. All 4
columns blank means no prior

data. Otherwise, prior data will

be read.

11-20 PRIOR(1) 25% fractile

21-30 PRIOR(2) 50% fractile

31-40 PRIOR(3) 75% fractile
41-50 PRIOR(4) 100% fractile

Note:

The parameters of the model must be entered in the following

sequence:

A.

B.

The first NSTATE card groups correspond to the NSTATE
magnitudes in increasing order.

The remaining NSTATE2 card groups correspond to the
NSTATE2 holding times. They are entered in this order:

1. Holding time between magnitude (1) and magnitude

(1)

2. Holding time between magnitude (1) and magnitude

NSTATE

NSTATE+l

NSTATE+2

(2)

:

Holding time between magnitude (1) and magnitude

(NSTATE)

Holding time between magnitude (2) and magnitude

(1)

Holding time between magnitude (2) and magnitude

(2)
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*NSTATE

:

NSTATE2

c.

D.

E.

F.

G.

H.

4.5

Holding time between magnitude (2) and magnitude

(NSTATE)

Holding time magnitude (NSTATE) and magnitude

(NSTATE)

It is permissible to have no data points or no prior

data, but one of the two must be provided.

PRIOR(4) ~ PRIOR(3) ~ PRIOR(2) ~ PRIOR(1)

and PRIOR (4) > PRIOR(1) } O For magnitudes,

PRIOR(4) < 9.0

Data values ~ O. For magnitudes, each data value ~ 9.0.

Zero and 4 blanks are not the same with respect to DFLAG.

In a multi-zone run, the next zone heading follows the

last parameter specification of the previous zone.

If more than one zone is to be written to the same output

file, the order must match the order in which the zones

are read in SEISMIC.EXPOSURE.

Program Output

The program output is printed on the line printer and is also

saved on file for the purpose of providing input data to the

program SEISMIC.EXPOSURE. Due to the size of typical subduc-

tion zone sources and the varying dips of a given source, it

may be necessary to divide the source into segments. These

segments have seismicity and probabilities that are propor-

tioned accordingly in the MARKOV program. This partitioning is

based upon the percent of area contained within each segment.

The proportions should sum to 1.0 (i.e., 100 percent).
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Therefore, the proper number of output files need to be

assigned and referred to in subsequent processing in the same

order; that is, the order and segment naming convention must be

maintained for the source characterization in the program

SEISMIC.EXPOSURE  for magnitudes less than or equal to the cut-

off magnitude.

The next section discusses the output from the SEISMIC.

EXPOSURE program that is processed by the CONST.PROB program.

This program computes user-selected levels of ground-motion

parameter values that are estimated to be met or exceeded at

least once over the user-specified period of interest.
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5.0 CONST. PROB PROGWM ELEMENTS

5.1 Description of the Proqram

The probabilities of exceedance for a given ground-motion

parameter(s) and for a given time period of interest, Iltll,

have been determined through the use of the program SEISMIC.

EXPOSURE and/or MARKOV. Probabilities of exceedance have been

obtained in the form of a complementary cumulative distribu-

tion function (1-CDF). This has been done for one or several

sites (or nodal points) within a given region, depending on

the desired outcome of the analysis.

The next step in the analysis is to generate a seismic expo-

sure map by selecting the value of the ground-motion parameter

that corresponds to a given probability of non-exceedance.

The program CONST.PROB takes a user-specified probability of

exceedance for a given period of time and selects the appro-

priate ground-motion variable.

5.2 Data Input and Proqram Output

Using the discretized CDF at a site (or sites) and linear

interpolation, the program CONST.PROB determines the ground-

motion parameter value corresponding to the level of
non-exceedance chosen. The procedure is summarized in

Figure 21.

In its present form, the program CONST.PROB has been organized

into a main program containing 67 executable FORT~N
statements with an approximate 71,100 byte (space requirement

in core) . The program can handle up to 300 nodal points (or

sites) and seven levels of exceedance in one run.
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Input data for the program CONST. PROB consists of 11 sets of

cards or lines of data file input. The organization of data

on each card, along with a description of the items and pro-

gram output, is given in the following paragraphs:

I. Exceedance Level Information-- (215 .7 F10.0)--One card

(this card is read from unit 5).*

C o le 1-10 NOPD No. of runs required

6-10 NOLV No. of levels of exceedance

in each

11-20 PBLV(l)First level of exceedance

21-30 PBLV(2)Second level of exceedance

. .

. .

71-80 PBLV(7)Seventh level of exceedance

II. Plot Parameters--(315)--One card

11-15 NN

Col. 1 - 5 NOTP No. of cards

6-10 I CAL Plotter size

11 for n-inch Cal Comp plotter

30 for 30-inch Cal Comp plotter

Plot projection

If=O Lambert conformal projection

with one standard latitude projec-

tion

If=l Lambert conformal projection

with two standard latitudes

If=2 Transverse mercator projec-

tion with standard longitude only

*The remaining cards can be input from unit IIN(=9) as created
by the program SEISMIC.EXPOSURE (SADT=l).
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III. Lambert Projection*-- (4FlO.O) --One card

Col . 1 -10 STL1 Standard latitude 1

11-20 STL2 Standard latitude 2; if zero, only

one standard latitude will be used

21-30 STLN Standard longitude

31-40 SCAL Scale = l/SCAL

41-50 DTLB Distance between grid marks and

label

DEFAULT = 0.5 inches

Iv. Label Description**-- (7F1O.O] --One card

Col. 1-10 DXCR X-distance between marks (degrees)

11-20 DYCR Y-distance between marks (degrees)

21-30 DXLB X-distance between labels

(degrees)

31-40 DYLB Y-distance between labels

(degrees)

41-50 DCLV Increments between contours

51-60 XMDC Label every XMDC contour

61-70 CRCR Marks inside grid? If O = NO.

v. Run Identification***-- (2OA4) --Two cards

Card 1

Col. 1-80 HED1 Identification

*Same parameters as in Data Entry III (Program SEISMIC.
EXPOSURE in Section 3.1).

**Parameters used for plotting purposes (to be discussed
in Section 6.2).

***Note that Data set-  V-VIII  inclusive  can & read from Unit
IIN (see Macro Flow Chart) as created by program SEISMIC.
EXPOSURE.
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Card 2

Col ● 1-80 HED1 Identification

VI. Variable Identification-- (5A4, FIO.0)--One  card

Col  ● 1-20 HED2 Variable identification; e.g.,

acceleration

21-30 VBPR Variable increment: step

increment of ground-motion

parameter, e.g., 20 cm/sec2 for

peak acceleration

VII. Grid Identification- (20A4)--One card

Col  ● 1-80 HE D3 Grid identification label

VIII. Grid Description-- (2I5, 6F10.0)--One  card

Col . 1-10 XXOR X-coordinate of origin

11-20 YYOR Y-coordinate of origin

21-30 XXRT X-coordinate of bottom right

corner

31-40 YYRT Y-coordinate of bottom right

corner

41-50 XXUP X-coordinate of top left corner

51-60 YYUP Y-coordinate of top left corner

IX. Plot Flaqs--(2FlO.O, 215)

Col. 1-1o NXMX Number of points in X-direction

11-20 NYMX Number of points in Y-direction

21-25 PLFR Plot Frame? If O = NO.

26-30 SKIPAC Transformation from acceleration

to intensity? If O = NO.

5 - 4



x. Number of Values in CDF (or 1-CDF) --(15) --One card

Col. 1-5 NOVB Number of values in CDF (i.e., 40)

XI . CDF Levels of Exceedance-- (10F8.0) --(NXMX*NYMX)  cards or
set of cards

Col . 1-10 PB(l)

.

.

.

PB( )

PB(NOVB)

Note: The Do-Loop on NOPD

Data Entry V above.

Probability of exceedance corre-

sponding to the smallest ground-

motion parameter value

...

Probability of exceedance corre-

sponding to the largest ground-

motion parameter value

(number of runs required) starts at

The output from the program CONST.PROB consists of the values

of ground-motion parameters that have a given probability of

non-exceedance. This output is displayed on the ‘line printer

as well as stored on file for later use in the program
PLOT.ISO; it generates the contours of ground-motion values
and outputs them to a file for plotting (see Figure 8).
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6.0 PLOT. ISO PROGRAM ELEMENTS

6.1 Description of the Program

Preparation of a seismic exposure map using the program

PLOT.ISO is discussed followed by sections discussing two

sample problems, one without semi-Markov inputs and a second

that uses semi-Markov inputs. The program PLOT.ISO selects
the minimum and maximum values of the specific ground-motion

parameter of interest from the data obtained by program
CONST.PROB and computes the number of contours to be plotted

on the basis of the parameter selected by the user. A second-
order polynomial is used to interpolate between the ground-

motion parameter values at the grid’s nodes in order to estab-

lish the locus of points corresponding to each contour. The
data output from CONST.PROB can be used with a user-supplied

contour plotting routine if so desired.

When contours are not uniquely defined (in the case where four

points are at the same level within a quadrangle see
Figure 22 ), the program draws the contour so that the change

in slope is minimum and prints a message (FOURPT call number) .

Ifr after inspection of the plot, it appears that the other
choice should have been made, the flag (NBCL--see Data Entries

VI and VII) for that FOURPT call number should be set and the

program re-run. The contour corresponding to the largest
slope variation will then be drawn. The macro-flow chart for

program PLOT.ISO is shown in Figure B-4.

A file containing contour information is created that can be

previewed with a CRT and plotted on the 11- or 33-inch Calcomp

plotter. Three plot options are available: Lambert Conformal
Conic projections 1 and 2 and Transverse Mercator. The pro-
gram has the optional capability of converting the ground-

motion parameter peak acceleration into intensity using

6 - 1



Four Points
at the Same
Level Within
Quadrangle.

Program lndentifi~ ~,*
as the Minimum SIo~

) Prints FOU RPT Call Number
and Draws Contours as

Quadrangk _ Shown.

After Inspection, the Program
is Re-run Setting a Flag:
the Contours are Re-drawn as
Shown.

Fig. 22 – Case where Contour is not Uniquely Defined



Richter-Gutenberg’s relation I = 3(LOG peak acceleration +

0 . 5 ) . This option can be specified by setting the parameter
“SKIPAC” to a value different from zero in the input data deck

(data file).

The program PLOT.ISO has been developed so that only standard

CalComp calls are used. A maximum of 1600 levels for the

ground-motion parameter values per grid (i.e., a grid having

40 rows and 40 columns of 1600 sites) are presently accommo-

dated by the program. The program handles any number of

different grids per run.

6.2 Data Input and Program Output

Input data for the program PLOT.ISO consists of eight sets of

cards (or lines in a data file). These can be read directly
from files created by program CONST.PROB. The organization of

data on each card and job control statement, along with a

description of the data entry items, are given in the follow-

ing paragraphs:

A. Input Unit Number

Col . 1-5 IIN Unit number for input data

I. Identification Card-- (3I5, 16A4) --One card

Col. 1-5 NOTP Number of plot types; i.e.,

different grids

6-10 I CAL Plotter size:

11 for n-inch size (default),

30 for 30-inch size
11-15 IPROJ Flag for Lambert projection,

o = 0/180,, 1 = 0/360,,

2 = Transverse Mercator
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II.

Col .

I I I .

Col.

IV.

Col.

1 6 - 8 0  HED1 Run identification

Lambert Projection-- (5FlO.O)--One  card

1-1o

11-20

21 -30

31 -40

41 -50

STLT1 Standard latitude 1

STLT2 Standard latitude 2; if read as

zero, will use only one standard

latitude

STLN Standard longitude

S CAL Scale (l/SCAL)

DTLB Distance between grid and label

Default = 0.5 inch

Plot Flaqs-- (515) --One card

1-5 NOPL Number of plots with same param-

eters
6-10 NXMX Number of points in X-direction;

i.e., number of columns in grid

11-15 NYMX Number of points in Y-direction;

i.e., number of rows in grid

16-20 PLFR Plot frame, If O = NO

21-25 SKIPAC Conversion from acceleration to

intensity, If O = NO

Grid Description--(6FlO.O) --One card (see Figure 23)

1-10

11-20

21 -30

31-40

41-50

51 -60

XXOR

YYOR

XXRT

YYRT

XXUP

YYUP

X-coordinate, of origin

Y-coordinate, of origin

X-coordinate, of right bottom

corner

Y-coordinate, of right bottom

corner
X-coordinate, of left top corner

Y-coordinate, of left top corner
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v. Label Description-- (7FlO.O)--One  card

Col.

VI  ●

co la

VII.

Col .

1-10 DXCR X-distance between marks, degrees

11-20 DYCR Y-distance between marks, degrees

21-30 DXLB X-distance between labels,

degrees

31-40 DYLB Y-distance between labels,

degrees

41-50 DCLV Increments between contours

51-60 XMDC Label every llXMDCrI contour

61-70 CRCR Degree marks inside grid? If

o = NO

Plot Identification-- (75Al, 15)--One card

1-75 HED1 Title of plot

76-80 NOMD Number of modifications in FOURPT

Calls Needing Modifications--(1615) --l6 values per

card (input only if NOMD # O; see Figure 22)

1-5 NBCL(l) First FOURPT call needing modifi-

cation

6-10 NBCL(2) Second FOURPT call need ing

modification

. ● .
● ● .. . .

NBCL(NOMD) Last FOURPT call needing modifi-

cation
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VIII. Ground-Motion Parameter Values at Grid Nodes*--

(8F1O.O) --8 values/card). Repeat “NYMX” times; read

data in by rows (Figure 23).

Col . 1-1o AA(l,l) Ground-motion parameter value at

origin of grid

11-20 AA(1,2) Ground-motion parameter value at

right of origin

. ● ●

✎ ✎ ✎

● ✎ ✎

AA(l,NXMX) Ground-motion parameter value set

at XXRT, YYRT

Note: The do-loop on NOPL starts at Data Entry V above; if

“DCLV” is different between two plots, the do-loop has

to be done on NOTP, starting at Data Entry II above.

The next section discusses two sample problems that illustrate

the input and output from the various programs required to

generate seismic exposure maps.

*These values correspond to the output produced by program
CONST.PROB (i.e., ground parameter’s values obtained for a
given probability of exceedance or non-exceedance 1 - P
(exceedance) and time period t for an entire set of nodal
points or sites).
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7.0 SAMPLE PROBLEMS

Two sample problems are discussed in this section. The first

has no inputs for great earthquakes Ms 7.8, which would

require use of the semi-Markov model. The problem consists of

six earthquake sources in a region of interest (shown in

Figure 9) for which the seismic exposure is to be determined

at several sites for the 5-percent level of exceedance in a

50-year time period. The necessary program inputs for source

geometry, earthquake recurrence, rupture-length-magnitude

information, attenuation, and plot information are discussed.

The first discussion of the problem deals with the basic set-

up information that goes into the program SEISMIC.EXPOSURE.

The second section discusses output from SEISMIC.EXPOSURE and

the program inputs for the program CONST.PROB, which selects

the levels of exceedance for ground-motion parameters. The

last section discusses the input and output of the program

PLOT.ISO, the contour plotting routine for generation of

seismic exposure maps.

The second problem illustrates the capability of the program

SEISMIC.EXPOSURE to handle seismic gaps. The problem consists

of four area sources in a subduction-zone-type tectonic

environment, and one line source, for which seismic exposure

is to be determined at one site. Because seismic gaps and

large earthquakes are to be considered, a semi-Markov
simulation must be completed in the program MARKOV before

executing the SEISMIC.EXPOSURE program to obtain ground-motion

values.

7 . 1 . Proqram SEISMIC.EXPOSURE  - Sample Problem 1

The region of interest is shown in Figure 9. Earthquakes have

been assigned to the faults in the region by taking into
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consideration knowledge of geology and the historical
earthquake records for the region. The earthquake sources
consist of an Area Source 1, Line Source 1, and Area
Source 2. A seismic exposure map showing peak acceleration

contours is desired that has a 5-percent probability of
exceedance (or 95-percent probability of non-exceedance)  over

the next 50 years. Using the fault locations on the base map,

the latitudes and longitudes of ~he nodal points identifying

each earthquake source are tabulated along with focal depths

of the respective nodal points. Figure 14 shows the details
of the source geometries and their relation to the X-Y grid

coordinate system of Figure 23.

Recurrence information for the three earthquake sources is

obtained in a three-step process:*

1. Develop the recurrence input beginning with the asso-

ciation of a magnitude-frequency relation with each

source (Figure 24). From the relation, a distribution
of the number of earthquakes is selected, with
magnitudes Mi (e.g., 0.25 magnitude units) above a
minimum magnitude (e.g., M = 3.5). Additionally, if

semi-Markov simulation input for large magnitude
earthquakes is desired, separate inputs must be
developed in the MARKOV program and entered into the

program SEISMIC.EXPOSURE. From these results, the
rate of occurrence of events, independent of magnitude

*Recurrence information is entered for a subduction-zone
source as for any other source up to a cut-off magnitude.
Above that magnitude, the SEISMIC.EXPOSURE program will
enter the number of events obtained from the semi-Markov
inputs. This procedure will be discussed in detail in the
second sample problem.
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and respective probabilities, are determined in the

program using the Poisson-Gamma model of earthquake

occurrence.

2 . Information pertaining to the distribution of magni-

tudes of the events Mi must be compiled for input into

the Bernoulli-Beta model on magnitude distribution.

For each Mil the probability of success is determined

for each trial. A trial is defined as the occurrence

of an earthquake. A success is the occurrence of an

earthquake of magnitude Mir and a failure is the

occurrence of an earthquake of any other magnitude.

These data are summarized in Tables 2 through 4 for

the three sources shown in Figure 9.

The above inputs allow for information to be entered into the

seismic exposure evaluation process from two sources through a

Bayesian analysis: historical earthquake data and subjective

inputs based on geologic and seismologic information.

Specific inputs for the Poisson, Bernoulli, attenuation, and

rupture-length\magnitude elements of the analysis are
discussed below.

7.1.1 Earthquake Recurrence Data - Poisson Model

In following the description of program inputs found in

Woodward-Clyde (1978), Guidi (1979), and Mortgat and Shah

(1979) , the generating process for the mean number of
occurrences is the Poisson model with mean rate of occur-

rence ~. The parameter k is treated as a random variable
with uncertainty; Bayesian statistics are applied; and A is

chosen to have a Gamma distribution (see Figure 5).
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Richter
Magnitude

(Mi )

3.50
3 . 7 5

4 . 0
4 . 2 5
4 .50
4 . 7 5

5 .0
5 . 2 5
5 .50
5 . 7 5

6 . 0
6 . 2 5
6 .50

TABLE 3
RECURRENCE DATA FOR AREA SOURCE 1

Time Data Base (T): 125
Number of Recorded Events (N): 5

v’ from log-linear fit: 16
~“=~+T =125+125=250

v “ =V’+N= 10 + 5=15

~“Mi= ~’~ + N = 10 + 5=15
i

No. of Recorded
Occurrences
in M: bands

0
1

0
1
0
1

1
0
1

C u m u l a t i v e  N o .  o f
O c c u r r e n c e s

(log linear fit)
(Nc)

10.0
7.6

6.0
4.5
3.4
2.6

2.0
1.5
1.10
0.85

0.64
0.48
0.37

No. of Occurrences
Mi bands

(log linear fit)
((’M )

i

2.4
1.6

1.5
1.10
0.80
0.60

0.50
0.40
0025
0 . 2 1

0.16
0.11
0.37

& I

M i

+  %i

( f“M )
i

2.4
2.6

1.5
2.1
0.8
1.6

1.5
0 . 4
1 . 2 5
0 . 2 1

0 . 1 5
0011
0.37



TABLE 4

Richter
Magnitude

(Mi)

3.50
3.75

4 . 0
4 . 2 5
4 .50
4 . 7 5

5 . 0
5 . 2 5
5 .50
5 . 7 5

6 . 0
6 . 2 5

RECURRENCE DATA FOR AREA SOURCE 2

Time Data 13ase (T): 125
Number of Recorded Events (N): 17
V’ from log-linear fit: 21.5

A“= ~’+T =125+125=250
VII =~1 + N = 21.5 + 1 7 = 38.5

q“M = T/’M. + N = 21.5 + 17 = 38.5
1 1

No. of Recorded
Occurrences

in Mi bands
(RM )

i

1
0

2
3
3
0

3
2
3
0

0

Cumulative No. of
Occurrences

(log linear fit )
(Nc)

21.5
18.0

15.5
13.0
11.0
9.5

8.1
4*3
2.2
0.58

0.30
0.15

No. of Occurrences
Mi bands

(log linear fit)
(($’M )

i

3.5
2.5

2.5
2.0
1.5
1.4

3.8
2.1
1.05
0.28

0 . 1 5
0 . 1 5

c I

M i 

+ ‘ Mi

({”M )
i

4.5
2.5

4.5
5 . 0
4 . 5
1 .4

6 . 8
4 . 1
4 . 0 5
0 . 2 8

0.15
0.15



The sample likelihood function on A is derived from the
Poisson process. Available historical earthquake data for the

region determines the parameters T, the time period of the

data base, and N, the number of events greater than a fixed

lower bound magnitude during the time period, T. In the exam-
ple chosen, T is 75 years for Area Sources 1 through 4, and

40 years for sources 5 and 6. There are 12 earthquakes
greater than or equal to M = 3.5 for Line Source 1, 5 for Area
Source 1, and 17 for Area Source 2.

The Gamma prior distribution on
A is characterized by two

parameters a‘ and ~’ , which are determined from subjective

inputs. For this example, it is assumed that the values of ‘2
and ~’ correspond to the T and N of the respective sources.

The implication of this assumption is that the subjective
information of the expert is similar to the available data;
that is, there is as much confidence in his/her subjective

input as in the data.

Based on the values of 8~i’f T, and N, the parameters ~ and

)J
“ for the posterior distribution on ~ can be computed for

each source. In the absence of any subjective information,

the analysis can be carried out with objective data alone; in

the absence of any objective data, the analysis can be
completed with only subjective information. Knowledge of ~“
and j) “ completely defines the probability function of the

number of events based on~.

Using the conditional Poisson distribution on 1 and integrat-
ing over all ~’s, the marginal Bayesian distribution of A is

obtained for each source. This distribution gives the
probability of the number of events above a predetermined
lower bound M. in the time period, T. The distribution on
magnitude for these events is discussed in the next section.
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7.1.2 Earthquake Magnitude Data - Bernoulli

The generating process for the number rMi

specific Mi given that a total of N events

Trials

of events of any

have occurred is
represented by the binomial distribution. However, the prob-
ability of s u c c e s s ,  PM,, for each trial has been assumed to be
uncertain and is trea~ed as a random variable. A Bayesian
treatment is used to obtain parameters of the Beta distribu-

tion used to describe the random variable PMi. The sample
likelihood function of pMc is derived from the generating
binomial process. From th~ available data, the parameters N

and rM, of the sample likelihood function can be determined.
N repr~sents the total number of events recorded on the source

under consideration, and rMc represents the number of earth-
quakes of magnitude Mi (~uccesses) recorded on the same
source. The parameter rM must be determined for each source

i
and each Mi.

Using the conjugate prior distribution for the distribution

$
II

(Beta type) on PMi, the parameters M. and~~~. are determined
from subjective input. For this exa~ple, itlis assumed that
the analytical recurrence relationship fitted to the data for

each source constitutes the subjective input. For each
individual source, the analytical relationship describing the
recurrence of various Mi events is given by a log-linear
relationship (see Figure 24).

The prior

number of

(Mi = 3.5)

$i represents the subjective knowledge about the
events for a source above the fixed lower bound

for each magnitude under consideration. As ,an
example, consider the Line Source 1. From Table 2, the  ~~i
corresponding to this source is 16. 4The parameter Mi

represents the number of earthquakes of magnitude Mi. Again
from Table 3, the cumulative sum of eVeIItS are NC = 16 for

M = 3.50 and Nc = 14 for M = 3.75; thus, for Mi = 3.50, $Mi is
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equal to 16 - 14 = 2. Because of the definition of the prior,

Pi i is constant for all Mi’s within each source. If the prior
had been input differently, such as in the form of a distribu-

1
tion for each Mi,

?
different Mi could have been obtained.

Having determined the parameters of the sample likelihood

function, as well as those of the prior distribution,  the pos–

terior parameters ~’iMi
It

{
and Mi can be obtained by using the

t[
concept of conjugate distribution.

4
h 7The knowledge of Mi ana

M i COIIIplf2tely defines the probability distribution of the

probability of success, ‘Mi’
of magnitude Mi on the source

considered.

The marginal distribution of the number of successes, Mi’sl is

obtained by convolving the posterior distribution on PM, and

the conditional generating process of rM.. Note, how~ver,

that this marginal distribution is still lconditional  on the

number of events n. Combining the distribution of rM for a
i

given n, with the distribution on n, gives the marginal

Bayesian distribution on rM . This distribution is the number
i

of events of each magnitude independent of the number of

trials for a given source.

7.1.3 Fault Rupture-Length/Magnitude Relationship

The horizontal rupture lengths for various Richter magnitude

levels (0.25 intervals) are based on the Patwardhan et al
relationship (1975). Rupture width is taken as one-half the
rupture length for a given magnitude.* The listing of th,e
input data is in a file with card images.

*For the smaller earthquakes, where the change in rupture
length between consecutive magnitudes is less than one
integration step, a point source is used (O rupture length).
Even if they were not input as point ruptures, the program
would reset them to zero length.
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7.1.4 Attenuation

Probabilistic information on the various sources must be com-

bined with information on the probabilistic attenuation

relationship appropriate to the region of interest to obtain

peak accelerations at a site. The SEISMIC.EXPOSURE program

can accommodate several different relationships. For this
example, the empirical relation derived from Idriss and others

(1979) has been used from a data base of shallow earthquakes

recorded on stiff soil. The relation is given by:

A = 190.67eO”823M (See Data Entry XIII, Section 3.1)
(R + b3)1-561

with standard deviation lnA = 00568, b3 = 0Q864e0.463M,  and

A = PGA (peak acceleration, the ground-motion parameter of
interest in this example). It will be further assumed in this
example that the relation given above is valid for the magni-

tude range M = 3.5 to 8.000 It should be noted that in Data

Entry XIII (Figure 16), the cards containing information on
the attenuation coefficients (cards 2 and 3, respectively) are

identical because the program requires at least two relation-

ships. Only one was available for this example. If there

were two different relations, the parameter DEPTH (in Data
Entry XIV) would be used to separate the region of applica-

bility of each; in this case, the

irrelevant.

7 . 2  Proqram SEISMIC.EXPOSURE/Output

parameter (-15.00 km) is

Figure 25 shows the job control statements required to execute

the program SEISMIC.EXPOSURE  using the three-source Sample
Problem 1 inputs from a data file.
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?x%ir’’;’o’’’’:oo~
dbS6tA LCS*SP-S40UT1.
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SAnPLC PROBLEM  uslNfi TiEJLE GENERATION
NO MARKOV lMPU1 US~O I“-

3 0 11- Rathti~
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Problem 1



Figure 26 shows the output for Sample Problem 1 as obtained

from the line printer (i.e., logical unit equals 6). Comments
have been included for clarity.

Figure 27 shows the output for Sample Problem 1 as saved on a

print file (i.e., IWDT = 11; see Input Format, Card VI).

Figure 28 shows the output saved on disk to be used for
plOtting purposes (i.e., IWDT = 26; see Input Format, Card v1)

and later, as part of the input data for program CONST.PROB.

7.3 Program CONST.PROB

The output printed from the program SEISMIC.EXPOSURE

Figure 28 becomes input to the program CONST.PROB.
shown in

Since it
is desired to compute the 5-percent probability of exceedance

of maximum ground acceleration for a 50-year period of
interest in Sample Problem 1, input data must be arranged as

illustrated in Figure 29.

Output from CONST.PROB, as obtained on the line printer, is
shown in Figure 30. The file in which the same data are
stored, after program execution (See Figure 31), are part of
the input data for the contour plotting done in the program

PLOT.ISO.

7.4 Proqram PLOT.ISO

The computer output obtained from the program CONST.PROB is

used as part of the input for program PLOT.ISO. Once the
program is executed, a plot file is produced that can be

viewed by CRT (with graphics capability) in order to check the

results before obtaining standard CalComp plots. Typically,
the CalComp plots are more expensive to run than the CRT plots

because of system time and labor costs.
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Fig. 26 – Output for Program SEISMIC. EXPOSURE (Sample Problem 1 )
as obtained on Line Printer

5A*L L I’IWM  LH US lN(i 1 AEI1.E  lANE  hO I ION
MU tWRhLJU  I M “UT  U5LD

PI. IITILK S1lE .5
Fi[]r FWT.I L XT I O N o
sl{MIMill  LOlll Ullt 1 Jo. 0000
~ [fiN[,n~[,  L AT I l(jLJ~  z
$j 10tlllfiKlr LllNli 1 TUEJE
!&ml INti FACTIJli
Nlt’fLlt  K (JF  fWLA SUIIW:ES
NLIMIIlli  Ik”  1 INK SWL15
NllMII1.k  OF NIIIIL!>
NIIMtllli  OF”  E-l. EWNTS
NIIM14.K  (If (ilill$!i
NIJMIItli  Eli”  VnKIODtl.  S
NIIMUL.K [IF Cill/Vnl{If4LILL
LINES  PRINTED t“kfl  S1[E
HA)(  N U .  EN-  HF!G

. 0 0 0 0
.!1 .()()00

2 0 0 0 0 0 0 .
,,

i
13

3
1
1

S A U L  l&SLJLTS  U N  EJISh  (FLE)TIINE.i  FORMAT)

IIME FEI(lLELI HAG INC SHALLEST tlfiG
50.00 , 25 3.s0

fi@&  (XIUI(LIINAIES  (

1
WC INIIEX

1
2
3
4
5
6
7
8
v

1 0
11
12
1 3

1 3  NUMS)
x  tMJHD

30. 68A
30,343
30,657
31.0/0
32. E-loo
32. Uoo
32, :1U6

3;!<:’CM
3.1. t>u6
.%1,/)06
3 0 . 6 : ’ 9
31 .().’+’
31.3)1

( 3 LLEtltNIG)
L M NUtiULRt.D. .

4 0  VflLULS  }’LR  511L

Y COEJKL1
31 .LH4
,~:, ():,4
3 2 . 7 0 5
3 2 . 5 0 0
31 .8)8
30.  lY!i
3 0 , 3 9 0
31 .3)3
3 0 . 6 3 4
31 .20/
3 1 . 7 8 0
31 .:!611
3 0 . 4 3 9

I J
1 4
> EL
8 10

Z  (hH)
- 1 0 . 0 0 0
– 1 0 . 0 0 0
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-10.100
-2.000
-2.000
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-5.000

-10.000
-10.000
-10.000
-10.000
-10.000
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103.161
267. 133
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132.241
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205.  3V4

1
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:’1/.114 Transformed From From Degrea  (Long.. lat.)

209,  352
to Kdomehm.

:’2.573
4 3 , 5 4 6

174.EM6
70.1  :“6

1$3.71)
1 9 / . 1 9 4
140 :“)4

4LJ , 350
1
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Fig. 26 – Output for Program SEISMIC. EXPOSURE (Sample Problem 1)
as obtained on Line Printer (continued)

411[fu U4110N HfLAll  ON’; liI  P’.

AcCEL[!4All  LIf’i  PLA Ic, ?J.  J: MN= SL. :’l. MB : l!)iJL.l,~!,
hl II ‘, II 3 1>4 LN LIC Mb  MM

1 9 0 . 6 7 0 .) 4/3 .LIIIL 1. ’(.1 .$,  ,>h .IIJU
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c l .tih*
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Fig, 26 – Output for Program SEISMIC. EXPOSURE (Sample Problem 1)
as obtained on Line Printer (continued)

PROd  Ati ILIIY O F  LEKO  O C C U R  ANCE t]Ed INCREMEN1

AREA AREA LINr
SOURCE SOURCE SOultc[

tlAG 1 -,c 1
-----+- ------- ------- ------- ------- ------- --
5 * 5 U .996456 .99ti2Yb ● Y574Y7
3.75 ● 996166 .995iJ42 ● 904317
4 . 0 0 . 9 9 7 7 7 1 ● 998236 .97 H:FJ7
4 . 2 5 .~9bl193 .99&0311 . 9 4 4 1 5 3
4,50 ● q9ti 806 ● 598286 .Y23b9.!J
4 . 7 5 ● 997625 ● 9994b2 . ’ 7 5 7 4 9 7
5.ii J .’)97771 ,957425 ● YL! 7.74
5 . 2 5 9999401 ● 998436 .9~[~13

5.5 0 .99H 140 ● 99 H455 .9t)4317
5 * 7 5 .59’3683 .999892 .955573
6.il C . 9 9 9 7 7 5 .95994? .9s71’11
b.2s .9998 .35 .9’jv942 .39(,372
6.5G . 5 9 9 4 4 6 ● cc9cclc 95>7 144
.----- +- ------- ------- ------- --.---- ------- --
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Fig. 27- Output for Program SEISMIC. EXPOSURE as Saved on Printfile for Each Ground Motion Parameter (continued)

P A R A M E T E R  1 A C C E L E R A T I O N  PGA = flo.  il: tIAGNITUDE/SOURCF  PEI+CENIAG[  C O N I I I 1 N U I 1 O N  TAbLE PART 1

ARCA ARCA LIhF
SOURCC SOURCE SOURCF.

HAG 1 2 1 ROUSUMS
-----  +-----  - - - - - - - - -  .  .  .  .  .  .  - - - - - - - - - - - - -  .  - . - - * . . - .  - - - - - - - -

3 . 5 0 .O11oo .!JooiJ .0 [,011 .0.1, !9
5.75 .O?llil .Ilcil> .: .0:
+.00

.J(l?c
.Oi’lo .3001! .GLJu .:ur,  l)

4.25 .(IGGC .JPOi .U. GL .5i  L0

4.50 .O aljo .LOOC .3000 .;- 1.0
*.75 . 0 0 0 0 .0003 .iJrlo3
5 . 0 0

.9011U
.oL.  ilz .iLt  OJ .b~fill .lGt.3

5.25 .3t Go .Lcoc ● L,.3(, .J, ;J
5 . 5 0 .Oobc .LOJO .6U3: .]C;J

5 . 7 s .U.JO  II .Ccco .cfl JfJ .90JC
6 . 0 0 .Oooc .’)GOL .Oi,  OP

6 . 2 5
.:0”0

.Ccuo .!lo(ld 5.8U2* 5.9024
6 . 5 0 .OJIJJ .bc”a 94.191A! 9Q. lY76
- - - - - - - - - - - - - - - -  - - - - - - - -  - - - - - - - -  - - - - - - - -  ---- *--- - - - - - - - -  .

SUMS .Oooli .Jooc lCOOOJ!JC ● 136 U5-0C3
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PARsMfr[n  1 AC CC LCRAIION  PGA

ARt  A ARCA L1lJ[
SOWICE SOURCE SOURCE

VALUE 1 2 1 ROUSUMS
-------  +---  - - - - - - - - - - - - - - - - - - - - - -  - - - - - - - - - - -  - .  . * - - - - - - -  .  .  .  .

6 0 . 0 .UU3LILI .Oul’oo
ao.  o
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12000

.010:0
● OOOGO . 0 0 0 0 0 .9 COO0

140.0  . 0 0 3 0 0
.Ouooo

● 000OJ .JPO?O .60600

1 6 0 0 0  ,iiOOOO .00300 .Olj[.  d .Oo”rc
180.0 ● OOCOO .Jodoo .LCJ:J .CI JOJO
2 0 0 . 0  .boaoo .Cfloob .Lou>l ,rjf?cbo

2 2 0 0 0  .00000 .Jildoo .GI,  uJJ .Ilo(ltio
240. t .00600 .Coooo .Llo coil ● ilo Lilu
2 6 . 0 . 0 .00600 .Ccioo .Oool!o .0 J300
2 8 0 0 0 ● 00000 .JUOOO . 0 0 0 0 0 .~uJ~o
3 0 0 . 0 .00000 .Lli)Jilo .Oooto .03000
32J. O . 0 0 0 0 0 .Lo 3011 .Jco.  ”!o .OiIOJO
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Fig. 28- Output from Program SEISMIC. EXPOSURE (Sample Problen
as saved on Disk for Plotting Purposes

n 1)

WRINTF  ILE LCSXSF-SAOUT1  .

0
;0 .02 , 000 31.000 2000000.
1.000 1.000 1.000 1.000

SAM%E FROBLEt’1  U S I N G  TWLE GENEltATION
NO HN?hOV INPUT USED

ACCELEMT 10N P(IA 20.000 w .000
0RID3~O~AHFtE  PROBLEM  ( FROGRMI  SE I SflI C I

30.000 33.000 30.000
4  “ 4 0 0

40
1.00000 .08909 .00862 ,00101 .00014
.00000 .00000 .00000 .00000 .00000
,00000 ,00000 .00000 .00000 ,00000
.00000 .00000 .00000 .00000 .00000

1.00000 .72507 .18299 ,03940 ,01121
. 0000s .00002 .00001 .00000 .00000
.00000 ,00000 .00000 , Ooocm ,00000
Ooooo .00000 00000 .00000 .00000

1>00000 .77721 .18429 .03492 .00877
. 0 0 0 0 2 . 0 0 0 0 1 . 0 0 0 0 0 . 0 0 0 0 0 , 0 0 0 0 0
. 0 0 0 0 0 0 0 0 0 0 ~ 00000 , 0 0 0 0 0 . 0 0 0 0 0
. 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0

1.00000 .72s17 . 2~5z2 .06148 ,13~j3~
.00022 .00013 .00007 .00004 .00003
.00000 .00000 .00000 ,00000 ,00000
.00000 ,00000 .00000 .00000 .00000

1 a 00000 .66172 11014 .01752 .00347
.00000 .00000 :00000 . 000CQ ,00000

.000
20.000 1!000 .000

1500.000 50.000
iAZAIW)UITl+OUT  FWWOU It+F

30.000 33.000
‘UT

,00000  -

,00000
.00000
,00000
.00011
.00000
.00000
,00000
.00005
.00000
.00000
.00000
,00043
.00000
,00000
.00000
,00000
.00000
,00000
.00000
13976
:00680
,00045
.00006
.00287
a 00003
.00000
.00000
, 0097s
.00021
.00001
.00000
,00033
.00000
.00000
.00000
,00625
.00010
.00000
.00000
.00005
.00000

.00000

.00000
c 00000
.00000
.00381
,00000
.00000
.00000
.00260
,00000
.00000
.00000
,00853
,00002
.00000
.00ooo
. oC099
.00000
.00000
.00000
,571s8
802078
. 001”=
.00013
.04753
.00015
.00000
.00000
.09649
.00084
.00004
.00000
.00772
,00001
,00000
a 00000
.07380
a 00046
.00001
.00000
.00?18
.00000

.00000
300000
.00000
,00000
.00133
.00000
.00000
.00000
.00089
,00000
.00000
.00000
.00367
.00001
.00000
.00000
. ~o~s
e Ooooo
.00000
,00000
.41207
.01479
.00106
.00012
.02158
.00008
a 00000
.00000
.03112
.00054
.00003
.00000
.00319
.00001
.00000
.00000
.03713
, Mo29
,00001
.00000
.00046
.00000

.00000

.00000

.00000

.00000

.00054

.00000

.00000

.00000

.00034

.00000
, 000M
.00000
.00176
.00001
.00000
.00000
.00008
.00000
.00000
.00000
.29468
,o~~oo
. OOOB2
.00009
.oloa9
.00007
.00000
.00ooo
,02912
.00044
.00003
,00000
.00148
.00000
,00000
.00000
.02036
.00022
.00000
.Cxwoo
.00027
a Ooooo

.00000

.00000

.00000
,00000
.00023
.00000
.00000
.00000
.00012
.00000
.00000
.00000
.00080
~ 00000
.00000
,00000
.00000
.00000
.00000
,00000
19729
:00838
. 000($B
.00006
.00521
.00004
.00000
.00000
.01587
,00027
.00002
.00000
.00065
.00000
,00000
,00000
.01040
.00014
.00000
,00000
.00010
,00000

.00000

.00000
i .00000
. 0%91
.00452
.00032

1.00000
.00151
.00001
.00000

1.00000
.00582
.00014
.00001

1.00000

.00000

.00000

.99991

. 07~8~

.00375

.00029
,99666
,00090
,00001
.00000
.W133
.00405
.00010

.00000

.00000

.98941

.04692
, oo~9~
,00024
,70648
,00049
.00001
.00000
. 7“AO0
, OOZ31
.00008
.00001
, ~5073

.00000

. Omoo

.90603

. 034s5

.00227

.00020

. 277S5

.00031

.00000

.00000
,37763
.00153
.00007
.00000
. o&~9~

,00000
.00000
. 748s7
.02942
.00187
.00014
11048
:00024
.00000
.00000
, 18702
.00126
,00005
.00000
, (3~04~

.00001
,80902 -  X l – { I - C D F ) C a r d s

.00016

.00000

.00000
1.00000
.00360
.00006
.00000

1 a 00000
.00002

.00010

.00000

.00000

.99257

. oc)~45

.00004

.00000
7.-,39- -
.00001

. WO04

.00000

.00000
73067

: 001s6
.00004
00000
.16268
.00000

.00002

.00000
,00000
.33544
,00091
.00003
.00000
.03004
.00000

.00002

.00000

.00000
s 13265
.00073
.00002
.00000
.00739
.00000

.00000

.00000
1.00000
000s4
.00001
.00000

1.00000
.00000
.00000
,00000

1.00000
,00024
.00000
.00000

1.00000
.00000
.00000
.00000

i .00000
.00000
.00000
.00000

,00000
,00000
75.518

; 00035
.00000
,00000
,22113
.00000
,00000
,00000
.47473
.00015
.00000
.00000
.04497
.00000
.00000
.00000
.00466
,00000
,00000
.00000

.00000

.00000

.26965

.00018

.00000

.00000
, (3~B37
.00000
.00000
,00000

: ;%:
.00000
.00000
.00351
.00000
.00000
, Omoo
.00037
.00000
.00000
.00000

.00000

.00000

.00493

.00012

.00000
a 00000
.00444
, 0000Q
.00000
.00000
,03910
.00005
,00000
.00000
.00043
.00000
.00ooo
.00000
.00000
.00000
.00000
.00000

.00000
,00000
.03305
.00009
.00000
,00000
.00094
,00000
,00000
,00000
.01518
.00004
.00000
.00000
,00004
.00000
. ooo@3
.00000
,00001
.00000
.00000
.OoMo

800000
.00000
. 0 1 4 5 6
. 0 0 0 0 5
.00000
.00000
.00024
,00000
. Wooo
.00000
.00673
,00002
.00000
,00000
e 00001
,00000
.00000
.00000
s 00000
.00000
.00000
.00000

.00000

.00000

.00602

.00003

.00000

.00000

.00007

.00000
,00000
.00000
.00317
.00001
e OGCWO
.00000
.00000
.00000
.00000
.00000
s 00000
.00000
.00000
s 00000

.00000

.00000

.00353

.00002

.00000

.00000

.00002

.00000

.00000

.00000

.00164

.00001

.00000

.00000

.00000
,00000
.00000
.00000
.00000
.00000
,00000
.00ooo

.00000

.00000

.00174

.00002

.00000

.00000

.00000

.00000

.00000

.00000

.00080
800000
.00000
.00000
.00ooo
.00000
t Ooooo
.00000
s Ooooo
.00000

%%%

.00000

.00000

.00098
t 00001
.00000
.00000
.00000
.00000
.00000
.00000
. 0004s
.00000
.00000
.00000
.00000
.ocmoo

:=

%%
.00ooo
.00ooo
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Fig. 29- Input to Program CONST. PROB

1 t ()  QL; \ — h-tout from Un,r 5

Input as read from Plorfih  cmamcl ov Program SEISMIC. ExPOSUR  E.
Alwavs  read m, from Unlf  9

0
:0.02

II
.000 31.000 2000000. .000

1.000 1.000
Ill

1.000 1.000 20.000 1.000 .000 Iv
SAHI%E PROEILEH USING TAEILE GENERATION
NO MfillKWJ INVUT USED

iv
ACCELERATION POA 20.000 50.000 1500.000 50.000 VI
ORID FOR !%HPLE PROBLEH ~{~~~ SEISHIC .H~ZARD)UITMUT  HAFWW INPUT

30. o@l
Vll

30.000 30.000 3 0 . 0 0 0  33.000 Vlll
4 4 0 0

AO
lx
x

1.ooooo”- .08989
,00000 .00000
.00000 .00000
,00000 .00000

1.00000 7’%07
, 0000s :06002
.00000 .00000
.00000 .00000

1.00000 .77-721
,00002 .00001
.00000 .00000
,00000 .00000

1.00000 .72917
(J#~2 .00013
.00000 .00000
,00000 800000

1. Ooom .66172
,00000 .00000
,00000 .00000
,00000 .00000

1,00000 . 99W1
09s91 07~&~
.00452 .00375
,00932 ,00029

1 a 00000 .99666
.00151 .00098
.00001 ,00001
,00000 .00000

1.00000 .99133
.00502 .00405
.00014 ,00010
,00001 .00001

1.00000 .80902
.00016 .00010
,00000 .00000
.00000 .00000

1.00000 .99257
.00360 , (30~45
.00004 .00004
.00000 .00000

1.00000 .72239
.00002 .00001
.00000 . Ooom
.00000

1.00000
. 000s4
.00001
00000

1.00000
.00000
.00000
.00000

1.00000
.00024
.00000
.00000

1.00000
.00000
.00000
.00000

1.00000
.00000
.00000
.00000

.00000
,75618
,00035
.00000
.00000
.22113
,00000
.00000
.00000
.47473
.00015
.00000
.00000
,04497
.00000
. 0 0 0 0 0
.00000
.00466
.00000
.00000
.00000

.00862
,00000
.00000
.00000
18299

; 00001
.00000
.00000
le429
:00000
,00000
,00000
, 22522
.00007
.00000
. Ooti

;&K
,00000
.00000
, 9 8 9 4 1
, 0 4 6 9 2
. 002?1
, ooo~6

, ?0640
, 0 0 0 4 9
, 0 0 0 0 1
. 0 0 0 0 0
. 7 5 0 0 0
. oo~3~

, 0 0 0 0 0
. 0 0 0 0 1
, ~~73

. 0 0 0 0 4

. 0 0 0 0 0
. 0 0 0 0 0
. 7 3 0 6 7
. 0 0 1 s 6
. 0 0 0 0 4
. 0 0 0 0 0
16268

: 0 0 0 0 0
. 0 0 0 0 0
.00000
.2’5965
.0001s
.00000
.00000
. Cj~837
.00000
.00000
>00000

; L3M
,00000
.00000
.00351
.00000
.00000
.00000
.00037
.00000

:=

.00101

.00000

.00000

.00000

.03940

.00000

.00000

.00000
,03492
.00000
.00000
.00000
.06148
a 00004
.00000
.00000
.017S2
.00000
. Ooom
. Mmo
.90603
. 0345s
.00227
,00020
2778s
.00031
.00000
.00000
.37763
.00153
, ooC@7
.00000
.06292
.00002
.00000
.00000
.33544
.00091
.00003
00000
.03004
.00000
.00000
.00000
.00493
.00012
.00000
.00000
.00444
.00000
.00000
.00000
.03918
.00005
.00000
.00000
.00043
,00000
.00000
,00000
.00008
,00000
.00000
.00000

,00014
,00000
,00000
.00000
,01121
, Ooow
,00000
.00000
.00877
. Ooo(m
# 00000
.00000
,o~132
.00003
,00000
.00000
,00347
. CQooo
,00000
.00000
, 74B57
.02942
00187
.00014
1 ~048
:00024
.00000
,00000
le702
:OO12b
.00005
.00000
.02041
.00002
.00000
a 00000
152!s5

; 00073
.00002
.00000
.00739
.00000
00000
.00000
.03305
.00009
.00000
.00000
.00094
,00000
.00000
,00000
.01510
.00004
.00ooo
.00000
,00004
.00000
,00000
.00000
.00001
.00000
.00000
.00ooo

.00000

.00000

.00000
,00301
a 00000
.00000
.00000
, oo~60
,00000
.00000
.00000
,00853
.00002
,00000
.00ooo
.00099
.00000
.00000
.00000
.s71e8
, 0207e
.00153
!00013
.04753
.00015
.00000
.00000
.09649
.00084
.00004
.00000
.00772
.00001
.00000
.00000
.07380
.00046
.00001
C9000
.00218
.00000
.00000
,00000
.01456
0000s
.00000
u 00000
.00024
.00000
.00000
.00000
.00673
.00002
,00000
.00000
.00001
.00000
.00000
.00000
.00000
.00000
.00000
.00ooo

.00000
,00000
.00000
,00000
!00133
,00000
.00000
,00000
.00089
.00000
,00000
, 0000Q
,00367
,00oo1
,00000
.00000
.00029

:%%
,00000
.41207
,01479
.00106
!OO012
. 021S8
.00008
. 0000Q
.00000
.05112
a 00054
,00003
a Ooooo
.00319
.00001
.00000
.00000
,03713
. #029
,00001
s Ooooo
.00066
.00000
.00000

.00000

.00000
,00000
.00000
.00054
.00000
s 00000
.00000
.00034
. #ooo
,00000
,00000
.00176
800001
. Ooom
.00000
.00008
,00000
.00000
.00000
.29468
.01200
. oooe2
,00009
.01089
,00007
.00000
.Wooo
.0.-12
.00044
s 00003
.00000
.00148
800000
,00000
.00000
.02036
,00022
.00000
,00000
.00027
.00000
.00000

,00000
.00000
. 0 0 0 0 0
.00000
.00023
.00000
.00000
.00000
.00012
,00000
,00000
,00000
. WOBO
.00000
.00000
,00000
,00000
,00000
.00000
.00000
19729

: 00S38
. oowe
.00006
.00521
.00004
.00000
.00000
.o~5e7
. ooo~7
,00002
.00000
. 000.5s
.00000
.00000
a Ooooo
.01060
.00014
.00000
.00000
,00010
.00000
.00000

.00000 -

.00000

. 00000
~ 00000
.00011
.00000
.00000

a Ooooo
.00005
.00000
.00000
. Oocm
.00043
.00000
.00000
.00000
.00000
.00ooo
,00000
.00000
13976
:00680
.00045
.00006
. oo2e7
.00003
s 00000
,00000
. 0097s
.00021
.00001
.00000
.00033
.00000
. 00Q0O
.00000
.00625
,00010
. 00Q0O
.00000
.00005
.00000
. 0000Q

,00000
.00682
. 00003
.00000
,00000
.00007
.00000
.00000
.00000
s 00317
.Oooo1

:%%
.00ooo
800000
.00000
000000
.00000
.00000
.00000
. 000M

.00000

.00353

.00002

.00000

.00000

.00002

.00000

.00000

.00000

.00164

.00001

.00000

.00000

xx%
.00000
.00000
.00ooo
,00000
,00000
.Ooooo

.00000

. 0 0 1 7 4
s 00002
. 0 0 0 0 0
. 0 0 0 0 0
. 0 0 0 0 0
. 0 0 0 0 0
, 0 0 0 0 0
. 0 0 0 0 0
, 0 0 0 8 0
. 0 0 0 0 0
00ooo
. Ooow

: w%%%
. 0 0 0 0 0
. 0 0 0 0 0
. mow
. 0 0 0 0 0
..00ooo
. 0 0 0 0 0

.00000
ooo9a
,00001
.00000
.00000
.00000
.00000
.00000
.00000
. 0004s
. oc%mo
.00000
.00ooo
e Ooooo
,00ooo
,00000
.00ooo
.00000
.oomo
.00ooo
.-

. .
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Fig. 31 – Output for Program CONST. PROB (Sample Problem 1 )–
As Saved on Disk for Plotting Purposes – Always Unit 10

() ~~~~E ~.~EH  ~rffi  T~~E ~~R~T  1~

30 !~3 .00ooo  31.00ooo moooOO. .00ooo
400

: 0 . 0 0 : 30.000 3 3 . 0 0 0  30.000 30 ,000 3 3 , 0 0 0
I.000 1.000

PFV8  ll#%WEX;EgNCE
20.000 1,000

,9s0
29.017 50 .324 57 .901 65.717
s2.9a6 237 .622 9 9 . 2 1 s 121.0113
4b.0?9 l12,9el “A. wo “73 .466
37 .7s6 57 ,654 19. a9s 19. Oav



Figure 32 shows the listing of the input data deck (data file)

for the program PLOT.ISO. Each Data Entry, as described in

Section 3.1, is noted on the figure by the corresponding item

number.

Figure 33 shows the output as obtained on the line printer

from execution of PLOT.ISO. The output can be checked for
proper program execution and to determine whether these were

calls to “FOURPT.” See Section 6.1 and Figure 22 for an
explanation of what to do if there are calls to “FOURPT”
during execution of the contouring routine in PLOT.ISO.

Figure 34 shows the contoured maximum ground acceleration for

a 5-percent level of exceedance (or 95-percent level of non-

exceedance) over a 50-year future time period for the region

of interest (Figure 9) , Sample Problem 1.

The seismic exposure map in Figure 34 was obtained without

using semi-Markov inputs for large and great earthquakes. A

second sample problem that handles a subduction seismicity
environment where large and great earthquakes are considered

is discussed in the next section.

7.5 Proqram MARKOV--Sample  Problem 2

This sample problem illustrates the capability of the
SEISMIC.EXPOSURE program to handle subduction zone seismicity

(seismic gaps). Only the essential inputs that differ from
the first sample problem will be discussed here. The problem
consists of determining the seismic exposure at several sites

from which a seismic exposure map is generated for maximum
acceleration with a 5-percent probability of exceedance in a

50-year future time period.

7 - 9



Fig. 32 – Input for Program PLOT.  ISO

input  From Unit 5

~ Read Input Unit

Input  From Piotfile  Creared  by Program CONST.  PROB

37-756 57.654 19.6%3 1~.:89_l



Fig. 33 – Output from Program PLOT . ISO as Obtained on Line Printer

SMWLE F’ROWEH USING I~ELE GENER~TION
PLOTTER SIZE = 30 INCHE5

LAMBERT CfflIC CONFO+’I’WL  F’ROJECTION  UITH  1 STANtWW  FARALLEL
PLOT TYPE
STANDARD LATITUDE 1 3 0 . 0 0 0 :
STANDARD  LATITUDE 2 ,0000
STANDARD LONGITUDE 31.0000
SCALE 1 TO 2000000.0
NUHBER  OF PLOTS 1
NO OF POINTS IN X DIR 4
NO OF FOINTS  OF Y DIR
FLOT FRAHE~ O=NO :
INT FROM ACC~ O=NO
X HARK  EVERY 1 . 0 0 0 :
Y tiARti  EVERY 1 0000
X LABEL EVERY 1 .0000
Y LAE!EL EVERY 1 .0000
CONTOUR LINE EVERY 20 .0000
CONTOUR LABEL EVERY 1.0 L I N E S
CROSSES INSIDE - O=NO .0
GRID COORDINATES X 30.00D 33.000 33.000

Y
30 000

30. OM 30.000 33.000 33.000

PLOT TYPE 1 NUMBER 1

DATA MTRIX FIRST  LINE CORRESPOND TO SOUTH, LAST TO NORTH

PROB OF NON-EXCEEDENCE
29 .817 5 8 , 5 2 4
~~ 98.$ 237 .622
6 6 . 0 7 9 112 .961
37 .756 5 7 , 6 5 4

LOU VALUE
HIGH VALUE
NUt’lBER  OF COUNTOURS

.950
57.981 65,717
w,~ls 121 .01s
56.990 73.466
19, S95 19.089

19.0s9
237, 622

11

CONTOUR
CURVE
IIXX**2 =

CONTOUR
CURVE
CURVE
CURVE

CUNTOUR
CURVE
CUFWE

CONTOUR
CURVE

CONTOUR
CURVE
CURVE

CON TOUR
CURVE
CURVE

CONTOUR
CURVE

CONTOUR
CURVE

CONTOUR
CURVE

CONTCUR
CURVE

CONTOUR
CURVE

1 LEVEL ’20 000
1 STARTS AT 1 ENDS 6T
.00001 DYYs82 = .00001 tIStiN  =

-1 LEVEL
I iTFWTS  A T
2 STARTS  AT
3 STARTS AT

3 LEVEL
1 STARTS AT
2 STARTS AT

4 LEVEL
1 STARTS AT

5 LEVEL
1  STARTS AT
2 STARTS AT

6 LEVEL
1 STARTS AT
2  STAkTS AT

7 LEVEL
1 STARTS AT

s LEVEL
1 STARTS AT

10 LEVEL
1 STARTS AT

11 LEVEL
1  S T A R T S  AT

4 0 . 0 0 0
1 ENDS AT
3 ENIIS AT
5  ENDS AT

6 0 . 0 0 0
1 ENDS AT
6  ENtJS  AT

80 .000
1 ENDS AT

100 .000
1 ENLIS  AT
4 ENDS AT

120 .000
1 ENIJS AT
4  ENDS A T

1 4 0 . 0 0 0
1 ENDS AT

160 .000
1 ENLIS AT

1s0  .000
1 ENDS AT

200 .000
1 ENDS 4T

220.000
1 ENDS AT

1 DIFFERENT FRAMES

O HODIFIEIJ  CALLS IN FCIURPT

;0008

~
4
7

5
11

9

3
9

3
7

4

4

4

4

4
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Fig 34 – Seismic Exposure Map for PGA, Probabi  Iity of Exceedance
of 5 Percent and Time Period of 50 Years



Since results from the semi -Markov model are desired, inputs

must be obtained from the program MARKOV. These inputs consist

of the probabilities of occurrence and the magnitude
distribution of the number of earthquakes contributed by large

earthquakes from the subduction zone (“seismic gaps”).

Five sources are considered in a region of interest, as shown

in Figure 35. Three of the area sources have recurrence input

from the MARKOV program.

7.5.1 Seismicity Data

For earthquakes of Ms ~ 7.6 on the Benioff zone sources, seis-
micity has been proportioned on the basis of area proportions

of the seismicity from recurrence curves for the shallow and

intermediate sections of the subduction. Procedures used are

those described in Sections 7.1 for Sample Problem 1. The
recurrences for random and area sources are handled in a

similar manner.

Recurrences for earthquakes Of Ms ~ 7.6 and seismic gaps are

obtained from inputs to the SEISMIC.EXPOSURE program from the

program MARKOV. MARKOV must be executed prior to the execu-

tion of SEISMIC.EXPOSURE. Because of the seismic gaps in this

tectonic environment, subjective data from judgments made by

experts are combined with the historical data in order to

provide the proper inputs to the program MARKOV. Details of

procedures to synthesize subjective information from geology

and historical earthquake data with assessments on the holding

times and magnitudes of large earthquakes in seismic gaps are

discussed in detail in Appendices A and D.
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7.5.2 Input Data to MARKOV

Figure 36 shows the input data to the program MARKOV. Data

set entry comments correspond to discussions in Section 4.1.

In this sample problem, the period of interest is 40 years,

with the cutoff magnitude being 7.8 Ms for non-semi-Markov
earthquake recurrence inputs. The prior distributions are Ml,

M2 and M3, and Tllr T12 . . . ..sij’s are hypothetical. They may

be developed for a given problem using the procedures dis-

cussed in Appendix D. Figure 37 shows the output as obtained

on the line printer for Sample Problem 2. Descriptions are

provided of the input parameters and statistics on the distri-

butions used on the holding time and magnitude (state)

transitions. The essential results from the output are shown

in Figure 38: the probabilities of earthquakes occurring with

the various magnitude states.

7.S.3 Input Data to SEISMIC.EXPOSURE

The input data to the program SEISMIC.EXPOSURE are shown in

Figure 39. The necessary source geometries, map projection,

grid information, recurrence information, and attenuation

information are also shown in the figure, and the essential

differences between the types of input data and the first

sample problem are noted. Input data resulting from the semi-

Markov simulation in the program MARKOV shown in Figure 38

appear in the disk files labeled 17 (INDATA). In this example,

the input semi-Markov results for the SEISMIC.EXPOSURE program

could have been written to three separate files (i.e., 17, 18,

and 19) by changing Card 3 of Data Set Entry IV in Figure

3 6 . The numbers used for these file-writing sequences are

chosen by the user.
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F i g .  3 6 - Input to Program MARKOV (Sample Problem 2)

NOAA SEISMIC EXPOSURE RAP 1 \
3 5.0 40.0 0 . 5 I I

SARPLf SOURCE  2 ##d
3 lFILE 1 0 6 . 000 8.~5

17
ml

6
7.0 7 . 9 6.2 7 . 8 9 . 2 8.1—
P B*3 6 . 5 &.7 9 . 3
M2

4
a.4 8.3 9 . 1 8,4
P 803 8 . 5 6.7 9.5
M3

Cordf ‘“
&tf2 Z-Iv
CDrd  2
tkrd 3 J-

V
card 4

2
0.2 8 . 7
P 8.3 8.5 8.7 9.:
111

4
2* 3 .

P 5 0 . 0
112.
3:.
P
113

1
6.
P
T21

2
1 .
P
T22

1
1 .
P
123

1
19*
P
731

2
1 .
P
132
0
P
133

5 5 . 0

60.0

1 .
6 0 . 0

8 7 . 0

94. D

1.
llC. G

12!.0

o
P 13 L.?
S A M P L E  SJURCE  3
3 lFIL~ 42. G

17
Ml-

6
7 . 8 7 . 9
P a.3
M2
\

6.*
P
s13

2
● .z
P
111

8 . 3
a.3

8 . 7
0 . 3

*
2 * 3 .
P 5 8 .
712
1

3 1 .
P 63.

1.
75. L

EC*C

85.0

115. C

125.0

135.0

15 G.:

16C. C

17L.1

R.2(,

E*2
0.5

9.1
d.s

8*5

1.
86.

92.

1 .. .
10U. L

112.0

12c*ll

55 .3

65 .3

75 .0

7.8
t.7

8 . 4
8.7

a.7

1.
115.

127,

30:.0

32 C.CI

● ec. r

5C 0..?

52!.  :

$.2
9 . 3

9.3

9 . 3

3 2 2 .

3*5.

b.1

card 1
ard 2
C#rd 3 }

VI

b-d 4



Fig. 36- Input to Program MAR KOV (Sample Problem 2) (continued)

T13
1

6 .
P
T21

2
1.
P
T 2 2
1

1.
P lGO.
T 2 3

1
1 9 .
P Ice.
T31

2
1. 1 .
P 1 2 7 .
1 3 2

69.

1.
92.

o
P 150.
S4RPL[  S O U R C E  4
3 lFILi 15*G

17
ml

6
7 . 8
P
~z

*
n.+
P
M3

2
B.2
P
111
*
2.

D
712

1
3 1 .
P
1 1 3

1
6 .
P
T21

2
1.
P
122

1
1.
P
T 2 3

1
1 9 .
●
T31

2
1.
P
1 s 2
o
P
T 33
0
P

7.9
8 . 3

8.3
8 . 3

8.7
6 . 3

3*
5b.

6 3 .

6 9 .

10
9 2 .

101.

10I3*

1 .
1 2 7 9

136.

1 5 0 .

98.

132.

14+.

1 5 5 .

1 7 3 .

18*.

1 9 6 .

9 . 2

tl.2
8 . 5

9 * 1
8.5

S.5

1 .
P6.

~2.

9 8 .

1 3 2 .

140.

1 5 5 .

1 7 3 .

iO+.

1 9 6 .

1 9 0 .

201.

2 0 7 .

2 3 0 .

2 5 3 .

8.95

7.’3

8.7

h.4
6.7

6.7

1.
1 1 5 .

1 2 ? .

1 3 6 *

1 7 8 .

1 9 0 .

2 0 1 .

2 0 7 .

230.

2 5 3 .

3 6 8 .

+72.

5 0 6 .

5 4 1 .

5 5 2 .

5 7 5 .

5 9 8 .

9 . 2
9 . 3

9 * 3

9 . 3

3 2 2 .

345.

3 6 8 .

472.

506.

5*1.

5 5 2 .

5 7 s .

596.

8.1
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Fig. 37 – Output from Program MARKOV as Obtained on Line Printer (continued)

uAYLs IAN  LsIIFYAIILJN  OF PJ’lll  LL PA RAHEIIHS

PA RAM flEFF 1  -  Ml

MU Mfl  Cli (I} lJA I A  POltAIS  = 6
D&l&  VALUr S -

1.80> 1.900 d.2LJ l . s o i l +.2J; ti.  l:b

P R I O R  FJIACI  ILLS  AH[  -
0 . 2 5  tRAc IIL[ IJ.50 FRACllLL 9.?,,  FRAI  IILF 1.(JL.  fhACIILC
- - - -  .-.  -. -. - .  .  .  - - -  - - - - - -  - - - - -  - - -  - - - - - - - -. - -- .- -. - - .-

IF.30G a.EllAJ 11.ldll 9.3b>

RESULIS  O F  C O M B I N I N G  DAIA ANIJ P R I O R S  Ali[ AS tLJLLLJMS

SAMPLE OIG.  OF f4[Ah vAH14qCF Fllu Rltl l)Ah4tltlf  H
S 1 2 1  N FfFt[JJOYI (XIIA() (Slf.StAh) HoMLNI S ‘>tiLJAhf
. . --- - - - - - - - - - - - - - - -  -. .  - .- .  - .  - -  - - -  - - - - - - - - -

Ol$JECllV[  (J41A 6.U 5.4 -2.21(1 4.IJG 4.]311
Pf(lOR OAIA 5 . 0 4.J -.*,,.> .29b . s ’ 4 2 .124
PoS1[RIOH 11.rl 10.? -1.414 *.r14] 2.9h5

PARAHITIR 2 - m.>

N(JMIItH  OF IJA14  POINIS  = *
F)A14  VALtJLS  -

n.43n LJ.500 q.lill P.40L

P1410M fN4CllLr  S AMr -

IJ.25  FIfaCTILl 0 . 5 0  FNACrlL[ f.?’,  IRAIIILI 1.0,, ttihrliLr
- - - ---- - . -- . . - -. - . -- - . . - - - - -- -- . -- - . - -- . - - - --- ---.--

M.3J0 11.581[ .IJ.J 9 .5,1,,

RESULIS  Ot COMIJIYUINIJ  l)AIA A N I )  PRIGRS  4R[ A S  tnLLUkJS

‘,#HI>Ll ukL.  nk MIAN vJllil&NrL I  otJR!lt FAItAMrlll(
~,lfl  1. tHlrbum lxbA#) (<, l’>bllh ) P:191NI !. >IJuANL
.- - - -  - .  - -  - - - -  - - - - - - -  .  - - -  -. - - - - -  - - -  - - - - - - - - -

111.JrCllV[  IJAl,t 4.L $.,, -.3 ‘. .Jf,] .]1{1
VN1OH  [)filA ‘,.!! ‘$.. -.%: .,.4” .,,.,: .1/4
1,:351< if Jl,  H ‘.r m. -.41\ .lV, l .  \ . ’



Fig. 37 – Output from Program MARKOV as Obtained on Line Printer (continued)

P#IRAM[l  ER 3 -  I!3

IuUMIJI II O F  DA IA PO INIS = ;
L3A~A VALU[S  -

8.2iI0 8.700

PRIOR FR5C11L[.  S APr  -
0 . 2 5  F~ACTIL[ 9.>3  fRaCllLl r.1> FRA1.llLi I.Oi  FR6C11L[
- - - - - - - -  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .- - - -  - - - - - -  - - - -  - - - - - - - - -  - - - -

H . s o i l H.=ln<, ti.r~il 9.5~o

RISULIS  O f  COMRINING  IIATA  ANIJ PR1o!JS  AR[  A S  FOLLOUS

SiMPL[ O[r,.  0}” MriN v4Plnfucc rOtl  N1ll P4111M[  II 9
S1?[  N FRI  LLIOM (x B4kl (SICSQRI MuMrql s  5ou4Hr
. . -. . . - -. . . . . . . . . . - . . . . . . . - - - - - -. - ---------

OfIJICllV[  DAIA 2 . 0 1 . 0 -.511 .3?’) .37q

PRIOR n4f4 S.li *.O -.4,2 .?9M .’l~? .1?4
POSlrRIOR 7.0 F1.o -.~.,{i .25r .13H

PARAM[l[R  4 -  111

NuMljLR  OF  L1414  POINTS  = ●

Obl  A VALU[S  -
2.0C6 5 . 0 0 0 I. CIJO I.OLO

PillOtI  FRMCltLrS  ARC  -
9 . 2 5  FRAclllf 0 . 5 0  FRACIIL1 C.7’J FRAI  T I L L 1 . 0 1  FRhCllLF
- - - - -  .  .  .  .  .  .  .  .  - -  .- .  - -  .  .  .  .  - -  - - -  .- - -  .  - .  .  .  .  - . - - - - - - -  - - - -

5n.~00 15.llo@ lb .Or] 2HJ.lf  IO

RESULIS  o f  cof4nlNIMG  lJAIA ANU Pnlnffs  ARE As FoLLOU$

$AMPLf 0[5. o f tlCAN vAR14Nrl t .ltl&lt! rAHtlMfll  P

Sl?[ N FFLCDOM (MF4AP) ISIGSOQI Ml)MtNT s $Ou.slt[
- - - - - - - - - - -  .  .  - .  - - - - -  - - - - - - - - - - - - - - - - - - - - - -  -

Ol$JrCTIVL  IJtth 4.0 .!.L .4”!! .79s .,,9’)
Fmlou  nbIa ‘J.J 4.9 4.2>.$ .’312 1.4r,4 ./11
PoslrllloR ‘+.? f4 . t, 2.51.; 6.232 6.297



Fig. 37 – Output from Program MARKOV as Obtained on Line Printer (continued)

P A R A M E T E R  5  -  1 1 2

NUtIHf R O F  OAIA PO INIS = 1
IAATA  VALU[S  -

Jf. LOu

PR1OR  FkACllLES  AkL -
b.25  FRAC1lLE IJ.5U FRArllLf P.??  fRArllL[ 1.CI?  FRb  CTILf
- - -  - - - - - - - - - -  - - - - - - - - - - -  - -  - - - -  .- --.----  -.---------  - -

55.000 lA6.!lLlb 11.  .UIALI 31jl, .”1’rl

RfSLJLIS  O F  COMMINING DAIA ANU A’FFIOliS  AR[  AS FULLLIUS

SAFIPLE FILIJ.  OF llfAN VAtll  AhC[ }OURIH PARAMflt  R
S17[ N FFFI  .ELI(JH (MljAh) (Sl[,\UR) MIJHLNI S \uLIAtf[
- - - - - -  - -----.  - - - - - - -  - - - - - - - -  - - -  .  .  .  - - - - - - - - -

OMJICIIVf  OAIA l.t . ‘, $.+’.* .Lo. .:,0,,
P R I O R  OAIA 5.IJ *.J +.333 .Q?b 1.16S .19.

PosrllAILFAl b.o 5.0 *.1O* .’>1? .Jq!

PAR41’lrrLFr 6 - 11$

NuRB[R (IF lJAJA  POINI$  = 1
OAIA VALU[S  -

6.OCO

PFtlOk  FItAC1lLrS  AH[  -
O..?!l  FM AC IILL 0 . 5 0  FRACIILI 1.7, tUALlll[ 1.L.  tHtCIILr
- - -  - - - - -  - - - - -  - - -  - -  .  - - -  - -  .  .  - -  - - - - - - .  - .  - -  - - -  - - - - - - - - - -

6;.000 H5.JI’, 1 2  ..LJ 3/(.obr

RISULIS  b} CLJMOININb  F)AIA  ANLI PRIuIAS ARf  A S  }OLLOWS

\AF’PLl O[b.  0} Mtaw VARI.NLI tuurill+ lAhLHrllh

>1/1  N FNILIJIIM (MUAI.I (\l(,\l.k) $40MrNl 5 5JLA&~t!
- - - - - -  - - - - - -  - .- - - -  .- - - - - - - - -  - - - - - -  - - - - - - - -  -

UllJltllVL  IIAIA 1 . ” . . 1.1: ., 11. [ ,
IS1410W  IIPIA

. “
‘... *., 4.4.1 .44*, .9L4 .ltif.

Pll\l:lilol, ,,. ) ‘.. >.5s.5 ..5?$ l.j[l



Fig. 37 – Output from Program MARKOV as Obtained on Line Printer (continued)

PA ffAf4[!LH  1 -  121

NUMULfl  Of UA I A  POINTS  =
fJAIA VALU[S  -

I.u Llcl 1 . 0 0 0

2

PRIOR FMAC IILLS  AftL  -
L.25  FftACIILt c.50 fHACIIL[ (,.75  fllAClllf I.OG  FRACllL[
.  - - - - - - - - - - - -  - -  - - - - - - - - -  - -  - - -  .  .- .  .  - -. .  .  - .  - - - - - - - - -  - -

Ho.oofl 115.00L 153.oiJu *IL).OLIC

RISULIS  O F  COf4LilN1hb  DAIA ANfJ P R 1 O R S  &RE AS FOLLOUS

sAf4PLf lJfb.  O f MEAII VARIAFJ(’! fdUHTH
SIIE N

tAflb  Millli
ffll cool! (X  LfAM) 151LSUM) monrtdr S SOUAML

- --- -- . .- . . . . .------  -------.  . .- -. . - - .------

OILJfCllVl  IJAIA 2 . 0 I l l .019 .’)00
PR1OR  OAIA 5.r

.000
4.0 *.614 .491 I.blh . 1 8 *

PCJSllftlUR ? . 0 6 . 0 3.3~3 9 . ? [ 4 5.369

PARAtl[lffl  8  -  122

NUf4LifR  O F  OAIA POINIS  =
OAIA VALULS  -

I.LLC

PI41OR hff?CT1l.LS  hRL  -
LI.25 fRACllLf ‘.LL  }MLC  IILL ,,.1>  ERA(  II L L 1..T Fl(ACllLt
- - - - -  - - - - - - - -  - - -  - - - - - - -  - - - -. - - - - -  - - - - - -  - -  - - - - - - - - -  - -

nl.ugd t7fj.ro) 1 6 > . , . ” ~’+d.(lu:l

‘;AMPL1 [l[L.  o r HCA$i VAHIANCL I l,lJnlH PAwAHill  Ii
Sl)f  N fnltbun (xHA,) {\lbslJ1.1 MO~Ldl \ !,JUAH[
- - - -  - .  - - - - - -  - - - - - - - -  - - - - - - - -  - - - - - -  - - - - - - - -  -

L)l!JICll  Vl OAIA 1 . ” . . .[) .,,?7 .Inl
P R I O R  fJAIA 5.0 q.L *.11! .+31 . 9 9 2
POSIIRIOR

. 1 8
b.o 5.(, 3.91’, r.65’> 3.937
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Fig. 37 – Output from Program MARKOV as Obtained on Line Printer (continued)

—--—-——

P4ft  AM[l  EfI 11 -  132

NUMh LM Of OAIA PO  INIS  =

PI?IOM  fRACllLfS  AnI  -

0 . 2 5  fNACllLf 0.50  F8ACIl  Lt L.lq,  fttALllL[ 1 . 0 0  tl#ACIILt
- - - - - - - - - - - -  - .------------  - - - - -  .  - - -  - .  - -  - - - - - - - - -  - - - -

1 2 0 . 0 3 0 16L1.Llos 20..L’U2 5u0.,IOL

HESIJLIS  IJf  cof!tllklN6  LtAIA  AtAu  PkIORS  Aft[ As FfJLLOdS

SAllPLf orb.  Ut M[AN VAMIANCl t [IUHIII PAH43Cllh

>1/1 N Ilflfuoli tNt*A#) t>lhsun) IIUMINI S 50UAh[
- - - - - -  - - - - -  - -  - - - - - -  - - -  - - - - - -  - - - - - -  - - - - - - - -  .

OHJCCTIWC  CIAIA .fJ .: .0.! .JUJ .,0.

PUIOll  Dhlh 5.0 *.IJ 5.0.+ .;J1( .45h .17>
POSILRIOM 5.0 $.0 5.044 .796 .12!

PAR AM CILR 1 2  -  133

MUMLtCR  O F  IAAIA  POINT>  = I

P R I O R  fHACllLIS  AN[ -
0 . 2 5  FftAC1lLf L.5G }RACIIL[ 0.1. Ft.IAcllLf 1.OC lllf.  (rl Lf
- -----.-  - - - - -  - - - -  - - - - - - -  - - - - - - - - - - - - - -  - - - .  - .  - - - - - -  - -

IJG..JOIJ 1 7 0 . 0 0 0 2 2  ..kL1 >?lz.duu

RLSULIS OF C(lHljlNING  fJAfA  ANtJ PPIUNS AME  AS FOLLUUS

II!JJECIIV[  CJAIA
I>RIOH  OAIA
POSIIRIOII

LAMPLt 111 (..  (II MfAtd VAIAIAN(f I ouPlll lihA4rll,t
slfr N FMILUOH lxf\A14t (~.l[,su~) IIOMINI S  SUUAIAf
- - - - -  - - - - -  - - -  - - - - - -  - .- - - - - - -  - - - - - -  - - - - - - - - -

.L .: .0 t: .J.L .Iob
‘l.P *.O ‘,.1  ,- ..1A . 3 6 1 .11(,
~.o 4.; ‘ . . 1  ,1> .L’lq .111
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Fig. 37 – Output from Program MARKOV as Obtained on Line Printer (continued)
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Fig. 37 – Output from Proqram MARKOV as Obtained on Line Printer (continued)
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Fig. 38 – Output for Program MARKOV  as Saved on File for
Input to Program SEISMIC. EXPOSURE
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Fig. 39 – Input to Program SEISMIC - EXPOSURE using Results from
Program MARKOV (SamDle Problem 2)
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Fig. 3!3 – Input to Progt-anl SEISMlc o EXPOSURE usinq Results from
Program MAR KOV (Sample Problem 2)(continued)
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2 1 0 . 0 . 5 0 .
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0 . 1 1 4
3 17

0.112
3 17

0.165

?.(7?5

0 . 1
18U0

70.0

SCISMIC  [XPOSURE  HAP GROUNO MOTION  VALUrS  -  SAMPLC  PROf4LFM
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7.5.4 Output from SEISMIC.EXPOSURE

As an i l l u s t r a t i o n , the output from the program SEISMIC.

EXPOSURE is shown for the site in Figure 40. If exposure was
being considered at more than one site, as in Sample Problem

1, output from the SEISMIC.EXPOSURE program could be the input

for the program CONST.PROB. Then seismic exposure levels

expressed as contours for plotting could be generated by the

Program PLOT.ISO, as in Sample Problem 1, given the input grid

of points to contour.

Figure 41 shows the line-printer output for the one site

example, with the output saved on disk as obtained on the line

printer for plotting shown in Figure 42.

The values shown in Figure 42 (if generated for a grid of

points) would be further processed by CONST.PROB and PLOT.ISO

to obtain a seismic exposure plot for the subduction-zone

tectonic environment shown in Figure 35.
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8.0 DISCUSSION

This is the first of two volumes that document the project of

developing software and applying the software initially to the

Gulf of Alaska study region. The focus in this volume has

been on the description of data inputs required to suitably

characterize an area for implementation of the seis,mic-

exposure software package. As such, it is a User Manual

containing considerable detail.

The Appendices provide helpful details of methods and

procedures that may be only summarized in the text. In

particular, Appendix E discusses the data format of documented

sensitivity runs, SEISMIC.EXPOSURE program computer code,

input data, and suggestions for program variable modifications

if a smaller (CPU requirement) program package is desired by a

user.

The results developed in this work are general and can be used

to obtain single-point values of seismic exposure at a site,

or, by using a series of sites, seismic exposure maps can be

obtained. For a single site or grid of sites, several levels

of exceedance criteria, and up to 13 ground-motion parameters,

can be evaluated in a single computer run.

This capability and the ability of the SEISMIC.EXPOSURE

software program to accommodate subduction-zone-type tectonic

environments, which may have seismic gaps, represent a signif-

icant improvement over previous methods of computing seismic

exposure in such tectonic environments.

Volume II of the project documentation is a description of the

procedures used in the development of the subjective inputs

and historical data for use in the initial application of the

software package. The inputs were developed by the SRU

8 - 1



8.0 DISCUSSION

This is the first of two volumes that document the project of

developing software and applying the software initially to the

Gulf of Alaska study region. The focus in this volume has

been on the description of data inputs required to suitably

characterize an area for implementation of the seismic-

exposure software package. As such, it is a User Manual

containing considerable detail.

The Appendices provide helpful details of methods ana

procedures that may be only summarized in the text.

The results developed in this work are general and can be used

to obtain single-point values of seismic exposure at a site,

or, by using a series of sites, seismic exposure maps can be

obtained. For a single site or grid of sites, several levels

of exceedance criteria, and UF to 13 ground-motion parameters,

can be evaluated in a single computer run.

This capability and the ability of the SEISMIC.EXPOSURE:

software program to accommodate subduction-zone-type tectonic

environments, which may have seismic gaps, represent a signif-

icant improvement over previous methods of computing seismic

exposure in such tectonic environments.

Volume II of the project documentation is a description of the

procedures used in the development of the subjective inputs

and historical data for use in the initial application of the

software package. The inputs were developed by the SRU

participants and implemented by Woodward-Clyde Consultants to

produce six seismic exposure maps for the Gulf of Alaska

region. When using Volume II, it may be useful to refer to

Volume I in order to understand the details of the inputs and

outputs used in the generation of the first-application

seismic exposure maps.
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APPENDIX A

PROCEDURES FOR USE OF GEOLOGIC AND SEISMOLOGIC DATA

As indicated in Figure A-1, to begin the seismic exposure
evaluation process, it is necessary to establish the initial

seismicity conditions for input into the model for analysis.

The conditions that identify the geometry of earthquake
sources, maximum magnitudes from the sources, and the respec-

tive recurrence rates must be established on the basis of best

available data and information on the seismology and geology

of the area of interest.

A.1.O SOURCE SEISMICITY CHARACTERIZATION

Identification of earthquake sources can proceed after review

of pertinent literature. For example, an earthquake source

can be defined as an active geologic structure that has

deformed, or is inferred to have deformed, Holocene-age

sediments, or apparently unconsolidated sediments for which a

specific age determination may not be available.

The nature of seismicity data that can be used for such eval-

uations is discussed below. This criterion may not permit the

classification of all known geologic structures. However,

such a strict division into active or inactive is not

required, because on many such faults (based on other data)

the inferred probability of earthquakes may be so low that the

seismic exposure is not altered significantly in an area.

A.1.l Correlating Earthquakes with Faults

As part of the process of defining fault locations and activ-

ity levels, local earthquakes may be correlated with mapped or

A-1



INPUTS ANALYSIS RESULTS

I Source Seismicity  Model h
Location and Source Geometry
Recurrence
Magnitude Range

7
Exposure Analysis
Model:

Attenuation Model b Obtain Cumulative
Distribution Function

!5te  Condltlons
Based on Contribution

Transmission path Conditions
of all Sources Ws e i s m i c

Exposure
Map

M a g n i t u d e  a n d  D i s t a n c e

!

Exposure Evaluation
Criteria

Repeat  for  a l l  S i tes
.

period  of Inlerest

p r o b a b i l i t y  o f  E x c e e d e n c e

T1Probabilities
for
Sensitivity
Analyses

Fig. A-1 - Schematic Diagram of the Elements of a Seismic Hazard
Evaluation - as Implemented in the SEISMIC EXPOSURE
Sofiware Package (same as Fig. 1, Vol. 1 )



inferred faults by using data obtained through dense seismo-

graph networks. These networks permit more accurate
hypocentral locations than do the standard teleseismic

location te c h n i q u e s required for locating moderate and large

earthquakes. Such methods do not take into account local

factors that may affect the accuracy of the locations. In

particular, the anomalous velocity structure of the subduction

zone in Alaska (Jacob, 1973) has undoubtedly resulted in the

dislocation of events that occur near the plate boundary

between the Nor th American and Pacific Ocean plates.

Systematic dislocations of earthquakes associated with the

Benioff zone of Japan and Tonga have commonly been observed

(Utsu, 1967; Mitronovas and others, 1969). As a consequence,

focal depths may be in error by as much as 50 km, while

epicentral locations may be accurate to ~ 25 km. However,

these location accuracies may be sufficient in most areas of

Alaska to show enough general seismicity features for seismic

exposure evaluation.

Taking into account the possible errors in hypocenters and the

available data used to define the active parts of faults,

fault geometries can be established to model earthquake

sources in the seismic-exposure mapping process. Lateral

extent, fault orientation, depth of fault plane, style of

faulting, slip-rate, and maximum earthquake potential for a

given structure can be summarized and used in refining source

models. Some types of sources, such as wide zones of

deformation or sub-parallel faulting, may need to be

represented by a series of parallel planes of appropriate

dips.

Maximum earthquakes on faults may be assessed using the his-

torical record and published correlations that relate maximum

acceleration, earthquake magnitude, and distance (closest

point on the surface rupture to the site). Lack of knowledge
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of the geologic environment and seismicity may require use of

professional judgment to guide the choice of maximum-magnitude

earthquake potential for a given source. Once earthquake
source geometries and maximum-magnitude earthquakes have been

estimated, earthquake recurrence rates must be established
for each source.

To correlate earthquake epicenters with geologic features, an

epicenter map overlay is placed over a base map showing faults

or zones identified as earthquake sources for the region of

interest. Epicenters are then correlated with geologic
features by taking into consideration their location with
respect to the sources selected earlier in the process. Focal
depths are recorded for these earthquakes and used later to

further delineate the relation between earthquakes and
specific geologic structures.

A.1.2 Earthquake Recurrence

After earthquakes are tabulated for each source, the data are

plotted. Where possible, Gutenberg and Richter’s (1954)
frequency-magnitude relationship is obtained. The upper limit
of the magnitude range, given in the source characterization

tables, is used for cut-off magnitudes for each source. For
some sources, sufficient data are available for a linear fit,

but for other sources, either data are insufficient or the

distribution of events does not permit a linear fit by least-

squares or maximum-likelihood estimates. In such cases, it
may be necessary to estimate subjectively the level of activ-

ity of a feature by making comparisons with better understood

faults and checking the consistency with regional seismicity

patterns.

As indicated in Figure A-1, the seismic-exposure evaluation

process requires input of recurrence parameters: the mean
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number of earthquakes occurring during a period of interest

and the relationship between the number of earthquakes
expected to occur during the period of interest within each of

the chosen bands of earthquake magnitudes. In this work, the

bands are subdivided into discrete magnitude widths (e.g.,

0.25 or 0.4), as obtained from a magnitude-frequency

relationship (N-M). A typical N-M relationship is shown in

Figure A-2. The relationship shows the number of earthquakes

greater than a given surface magnitude, Ms. The number is
usually normalized to a unit area (1,000 sq km) and unit time

(one year).

In areas of high seismicity near plate boundaries, for

instance, available data provide a satisfactory basis for

establishing the N-M relationship for earthquake magnitudes

smaller than approximately Ms 7-3/4. For larger magnitudes

and seismic gaps, available data are inadequate and supple-

mental analyses are required. Moreover, in some areas of low

seismicity near plate boundaries, and in areas away from plate

boundaries, available historical seismicity data may not be

adequate; as a consequence, the data need to be supplemented

by subjective judgments.

In order to make a subjective evaluation, an assessment is

made of both the level of activity and the relative distribu-

tion of large-magnitude earthquakes to small-magnitude

earthquakes for each case. Data points from the historical

record form the bases for the subjective evaluations. The

seismic-exposure mapping procedure does not require a log-

linear relationship such as the Gutenberg-Richter

relationship. In most cases, the N-M relationship used is

multi-linear in character, with steep slopes near the upper

magnitudes.
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A. 1.2.1 Subduction Zones and Seismic Gaps

Recurrence of earthquakes on subduction zones or in “seismic

gaps” cannot be estimated realistically by mere extrapolation

of the magnitude-frequency relations. Sufficient eviaence is

available to indicate that large earthquakes occur in accord-

ance with a physical process of gradual strain accumulation at

a fairly uniform rate, ana sudaen release through earthquakes

and aftershocks. This process is shown schematically in

Figure A-3. Some strain may also be released through graaual

aseismic creep. However, most of the energy release occurs

through large earthquakes. Thus, given a large earthquake at

the present time, the likelihood of another large earthquake

in the rupture zone of the first one is considered to be very

small for a certain period of time. As the elapsed time

increases since the last large earthquake, the probability of

another large earthquake also increases.

The c o m m o n l y used Poisson process of earthquake occurrences

cannot represent the time and space dependencies of the occur-

rence of large earthquakes on a subduction zone. The basic

parameter of a Poisson process is the mean number o~ earth-

quakes of a given magnitude per unit time estimatea from

historical seismicity data. It is assumed that the same mean

rate is applicable to future earthquakes. Because the waiting

time between large earthquakes may be quite long (several

hundred years), the mean number of earthquakes over a long

period of time may not be representative of the stochastic

process of occurrences of large earthquakes.

A.1.2.2 Establishing Recurrence of Large Earthquakes

One approach, that avoids this over-conservative view of

recurrence, establishes the probabilities of the occurrence of

large earthquakes (Ms > 7-3/4) to occur on a subduction zone
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within a future time period directly on the basis of experi-

ence and judgments of seismologists. This approach, assessing

probabilities on the basis of experience and judgment of

qualified individuals, is consistent with the Bayesian

(personalistic)  concept of probabilities. These probabilities

can then be converted to the mean number of events over a

specified future period of time (now under the assumption of

Poisson rate of occurrence), in a manner consistent with the

earlier discussion for earthquakes of Ms < 7-3/4.—

A second approach can be used to characterize the probabili-

ties and number of various magnitude earthquakes occurring in

the subduction zone or “seismic gaps” over a given period of

time in the future. This second approach generates a semi-

Markov simulation that combines the data on the waiting times

and magnitudes of recent large earthquakes.

Initial seismicity conditions consist of the time to since the

most recent large magnitude earthquake and the magnitude M. of

the last large earthquake in a region on a subduction zone (or

in a “seismic gap”). These variables, to and Mo, are inputs

to the program MARKOV, which generates recurrence information

on large earthquakes starting at a magnitude selected by the

user. The program uses the initial seismicity conditions to

generate a distribution on the transition probabilities

between magnitude states (P ij) and distribution on the holainq

times (hij [m]) between successive magnitude states. These

distribution functions vary as a function of M. and to. The

MARKOV output (input to SEISMIC.EXPOSURE) consists of the

probabilities of discrete magnitude states and the number of

occurrences of earthquakes of specific magnitudes over the

time period of interest.

A-6



A.2. O DISCUSSION

The goal of any seismic-exposure analysis is an end product

that (as accurately as the data permit) reflects the level of

knowledge of the tectonic processes in the region of interest.

Hence, considerable effort should be spent in carefully
examining the geologic and seismologic assumptions that
characterize the sensitivity environment for a given seismic-

exposure analysis. Uncertainties regarding the location and

geometry of potential earthquake sources can be accommodated

by geographically defining the exposure evaluation and through

sensitivity analyses.

To refine the level of confidence in earthquake recurrence

data, the available data for given sources may be compared and

contrasted with more well-known regional faults or with world-

wide data from a similar tectonic environment. The historical
data above may be insufficient to adequately describe esti-

mated future recurrence of seismicity. In such cases, the
subjective arguments that have a firm geologic and seismologic

basis may be used to suitably modify or supplement this lack

of knowledge of recurrence data. This process can be imple-
mented formally using personalistic probability theory or the

semi-Markov characterization developed in this work.
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APPENDIX B

SEISMIC.EXPOSURE SOFTWARE ORGANIZATION

B.1.O SEISMIC.EXPOSURE  PROGRAM - DESCRIPTION OF SUBROUTINES

The SEISMIC.EXPOSURE  program has been divided into a main
routine with a series of subroutines. A brief description of
each subroutine is given in the following paragraphs, and a

macro-flow chart of the program SEISMIC.EXPOSURE is presented

in order to concisely show the overall logic of the program.

The flow chart is shown in Figure B-1.

L&wL: Reads all the data sets discussed in Section 3.1,

except for Data Sets XV and XVI.

Function LMBRT and CONFRM: Transforms nodal coordinates from

degrees longitude and latitude to kilometers, for the purpose

of plotting.

INITIA : Reads fault rupture lengths, generates magnitudes for

output purposes, computes coefficient “C” in attenuation rela-

tionship(s) . Checks whether point source model or rupture

model is required, and whether attenuation is to be considered

probabilistically  or deterministically.

Function GAUSS: Evaluates the integral of the normal distri-

bution fx(x) over the limits -~ to x.

BERNUI : Computes the geometry of each earthquake source

(i.e., area, length) and computes probability distributions

for each source.

OUTPUT : Selects the outputs to be listed on the line printer

and to be saved on disk for plotting purposes.
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INTGAR : Obtains shortest distance from site(s) to area

sources. Checks to determine if the perpendicular from

site(s) to source falls within or outside the source.

EDGECK : Computes the shortest distance from site(s) to the

edges of the earthquake sources.

INTGHZ : Computes the contribution to level of ground-motion

parameter at a site from each segment in which a line source

has been subdivided. Considers area sources to be composed of

a series of line sources subdivided into small segments and

computes the contribution of each segment to the level of

ground-motion parameter at a site(s).

PBPDF , PWPDF : Computes the contribution of the last segment

considered to each ground-motion parameter.

SUMQ : Computes the term P A~ai for each— earthquake

source.

B.2.O MARKOV PROGRAM - DESCRIPTION OF SUBROUTINES

The MARKOV program consists of a main program with two

subroutines and two functions. These program elements are

discussed briefly below. A macro-flow chart of the program is

shown in Figure B-2,

MAIN - This program reads the initial seismicity conditions,

establishes the arrays needed in producing the final

probabilities, and computes the marginal probabilities.

POST - This subroutine reads the observed and prior data, then

calculates the means, standard deviations, and degrees of

freedom for each Mi and each transition probability, Pijl for
input into MAIN.
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INZW - This subroutine initializes the Wi and Wi(.) arrays for

the recursive computations of the joint probabilities of state

occupancies.

FX - This function calculates the cumulative distribution

function of the student-t distribution: given the mean,

standard deviation, degrees of freedom, and t-value.

INDEX - This function generates the maximum number of

combinations for a given value of NSTATE and of the maximum

number of earthquakes. It also calculates the outcome

identification number for referencing the Q array.

B.3.O CONST.PROB PROGRAM

This program must be executed if a seismic exposure map is

desired. The macro-flow chart in Figure B-3 shows how the

output of the SEISMIC.EXPOSURE program is used as input to

CONST.PROB.

B.4.O PLOT.ISO PROGRAM

This program takes the output from PLOT.ISO, as saved on disk,

and computes contours of ground-motion parameters for user-

selected levels of exceedance. A macro-flow chart is shown in

Figure B-4.
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APPENDIX C

ASSESSMENT OF SUBJECTIVE DATA

Since the upper range of holding times between great

earthquakes can be a couple of hundred years, the historical
seismicity data of about 80 years are generally inadequate to

provide reliable estimates of the parameters of a semi-Markov

process; namely, transition and hold ing time probability

distributions. To overcome this difficulty, a Bayesian proce-
dure was employed. This procedure utilizes both “objective”

(historical seismicity) data as well as “subjective” data

based on judgments of qualified individuals and, consequently,

improves the reliability of the computed parameters. A
summary of objective, subjective, and the combined data is

given in the main text. This appendix describes the procedure
that was used to assess subjective data.

The concept of subjective (personalistic) probability has a

sound theoretical basis. In the mathematical development of
the personalistic probability theory, it is shown that
subjective probabilities assessed in accordance with certain

plausible behavior postulates of coherence must conform
mathematically to a proability measure (de Finetti, 1964;
Savage, 1954) . The techniques

probabilities are well documented

Holstein, 1970; Winkler, 1967;

techniques have been applied to a

for assessing subjective

and operational (Stael von

Raiffa, 1968) . These

wide variety of practical
problems, including weather forecasting (Winkler and Murphy,

1968), estimating fault displacements (Nair and Cluff, 1977),

and assessing failure probabilities for nuclear power plants
(Selvidge,  1 9 7 2 ) .
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The subjective probability-assessment procedure used in this

example consisted of one-on-one interviews with two seis-
mologists. (plf2aSe refer to Volume II documentation for

details of the subjective probability-assessment procedure
used to obtain the initial input for the seismic exposure

application to the Gulf of Alaska.) The interviews in this
example were structured around the following steps:

Step 1 - Qualitative assessment of relative likelihoods.

Step 2 - Assessment of probabilities.

Step 3 - Feedback and reassessment, if necessary.

Step 1 - Qualitative Assessment of Relative Likelihoods
It was explained to the seismologists that the primary
objective of the interview was to quantify their judgments

regarding the hold ing time between earthquakes of given
magnitudes and the magnitude of an earthquake following a

given-magnitude earthquake. The range of earthquake magni-

tudes included in the study was 7.8 to 8.8. Since precise

values of these variables could not be determined, it was
necessary to talk about the likelihoods of different values of

the variables.

In the first step, only qualitative statements regarding
relative likelihoods and various events were sought. This
involved comparing two or more events and indicating which

seemed more (or less) likely to occur. No numerical values or

probabilities were yet assessed. This step provided a rela-

t i v e u n d e r s t a n d i n g  o f t h e  a m o u n t  o f u n c e r t a i n t y that i s
perceived by the experts. The discussion generated during
this step can be summarized as follows:

1. An earthquake of magnitude 8(& 0.2) was judged much

likely to occur following any other great earthquake.

more
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2 .

3 .

4 .

5 .

6 .

If a great earthquake is not followed by an 8(& 0 .2)-

magnitude earthquake, the next great earthquake is
somewhat more likely to be of magnitude 8.4(& 0.2) than of

magnitude 8.75 (~ 0.15).

The likelihood of occurrence of a given-magnitude earth-

quake was insensitive to the magnitude of the last

earthquake.

Generally, 8 (+ 0.2)-magnitude earthquakes occur— more

frequently than do 8.4(& 0.2) ones.

The 8.75(+ 0.2)-magnitude earthquakes occur much less—
frequently than either the 8(+ 0.2)- or 8.4(* 0.2)-—
magnitude earthquakes.

The holding time to a given-magnitude great earthquake is

relatively insensitive to the magnitude of the last great

earthquake.

Step 2 - Quantitative Assessment of Probabilities

In this step, numerical values of probabilities were

assessed. The transition states and the holding times were

considered to be continuous random variables, and the cumu-

lative distribution function (CDF) of each was obtained by
using the fractile method discussed in the literature (see,

for example, Raiffa, 1968) . This method consists of

successively dividing a given range of a random variable into

equally likely parts. To illustrate this procedure, consider
the assessment of CDF of: (1) the earthquake magnitude, Ml,

following an 8@ 0.2)-magnitude earthquake; and (2) the
hold ing time, Tll, between two successive earthquakes of
magnitude 8(& 0.2).
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(1) Assessment of CDF of Ml - The range of Ml was 7.8 to
8.8. This assumed that the zone of interest had the potential

for generating a maximum earthquake of magnitude 8.8. The

experts were asked the following question:

“Suppose an 8-magnitude earthquake has just

zone. Is the magnitude of the next great

the same zone more likely to be in the range

greater than 8.6?”

occurred in a

earthquake in

7.8 to 8.6 Or

To strengthen the understanding of the above question, the

relative frequency content was also posed as

“Suppose that earthquake records over

time are available. We identify all

follows:

a long period of

the instances in
which an 8-magnitude earthquake was followed by another

great earthquake. Do you think more of these earthquakes

following the 8-magnitude earthquake would  be in the

magnitude range 7.8 to 8.6 or 8.6 to 8.8?”

The response of the seismologists to these questions indicated

that a great earthquake following an 8-magnitude earthquake is

more likely to be of magnitude 7.8 to 8.6 than of magnitude

greater than 8.6. Next, it was asked whether the magnitude of
the next great earthquake was more likely to be between 7.8

and 7.9 or greater than 7.9. An earthquake of magnitude
greater than 7.9

atically varying
8.8, a p o i n t  w a s

g r e a t  e a r t h q u a k e

was judged more likely to occur. By system-
the division of the magnitude range 7.8 to

selected so that the magnitude of the next

was equally likely to be on either side of
this point. This is the 0.50 probability point (say, M~o.50)

on the CDF of Ml-

Nextr the ranges Of 7.8 tO M10.50 and M1O.5(1 to 8.8 were

divided into equally likely parts to yield Mlo.25 and Ml
0.75
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points, respectively, on the CDF of MI. A smooth curve was

drawn for the CDF Of Ml through the three assessed points

(M1 0.25, ~10.50 and Ml 0“75) and two end points (7.8 and 8.8).?

Several consistency checks, which are discussed in the

literature (see, for example, Schlaifer, 1954), were applied

to ascertain whether the responses of the seismologists were

coherent. Eor example, one of the consistency checks was to

ask the seismologist to bet on one of the two options:

Option 1 - Magnitude of the great earthquake which follows an

8-magnitude earthquake is in the range Ml
0“ 25 a n d

0.75Ml .

Option 2 - Magnitude of the great earthquake which follows an

8-magnitude earthquake is outside the above range

on either side.

If the previous assessments are reasonable, the seismologists

should have little preference between the two options. If he

prefers one option to another, this would indicate an incon-

sistency with respect to one or more of the previous assess-

ments. In such a case, the implication of the inconsistency

was discussed with the assessor, and some (or all) of the

previous questions were repeated until consistency was

achievea. The consistency checks were extremely useful since

they generally forced the assessor to think harder about the

physical phenomenon and also to utilize all the information

available to him in responding to the questions.

(2) Assessment of CDF of Tll - The holding time probability

distribution refers to the likelihood that the time in between

great earthquakes of given magnitudes is less than or equal to

a given value. The fractile method discussed in the previous

sections was used in assessing the CDF of T1l. First, the
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upper limit of ~1 was established by asking about the maximum

time which could elapse between two successive 8(L 0.2)-

magnitude earthquakes. Then the three fractiles (0.25,

0.50, and 0.75) were assessed. A smooth CDF curve was drawn

through three fractile points and the two end points. Again,

consistency checks were applied to ascertain coherent

responses.

Step 3  - E’eeUback and Reassessment

SteFs 1 and 2 were completed during a half-day session. The

next day, a joint session with the experts was arranged. The

CDF curves for all the variables were shown , anu the

implications of the results were discussed. Any significant

discrepancies between the experts were also discussed. The

group discussion was extremely helpful

of ideas ana information pertinent

transition states and holding times

great earthquakes. The results were

with regard to exchange

to the assessment of

between occurrences of

also examined to check

whether they were consistent with the qualitative judgments

expresses in Step 1. For example, fractiles of Tll were lower

than the corresponding fractiles of T12, which in turn were

lower than those of T13. This was consistent with the juug-

ment that 8(+ 0.2)-maynitude  earthquakes occur more frequently—
than either 8.4(J 13.2)- or 8.75(+ 0.15)-magnitude earthquakes.—

The feedback session resulted in some modifications in the

initial assessments. It was possible to establish a base case

of subjective assessments for which both the experts were in

agreement. The base case was used in the Bayesian analysis.
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APPENDIX D

SOFTWARE SYSTEMS INFOmTION

Documentation of the project work is available as two volumes

of printed documents and in the form of a computer magnetic

data tape. This appendix describes the format of the data and

the contents of the data tape. To facilitate program
execution on computers other than the Univac 1108, which was

used to develop the software, selected modifications to the

variables are also discussed.

D.1.O DATA TAPE

Each of the source programs, data elements, and absolute

elements required for program execution are written as

separate files with an end-of-file mark. The tape has

9-tracks and 80-character record lengths with a blocking

factor of 45; it is a 1600-bpi ASCII, non-labelled, odd parity

tape. Print files have 132-character record lengths.

The files are listed below in the order in which they appear

on the tape.

Program Files

SEISMIC.EXPOSURE

MARKOV .

CONST.PROB

PLOT.ISO

NODEX (NODEX is a plotting program that can be used to

check SEISMIC.EXPOSURE input geometry)

Sample Problem

SAMPLE 1. - non-semi-Markov seismic-exposure problem input

SAMPLE 2. - semi-Markov seismic-exposure problem input

SAMPLE 2A. - semi-Markov MARKOV input



OUTPUT FILES

MARKOV (print)

MARKOV (disk)

EXPOSURE 1 (print)

EXPOSURE 1 (disk)

EXPOSURE 2 (print)

CONST.PROB 1 (disk)

D.2.O PROGRAM MODIFICATIONS

The SEISMIC.EXPOSURE program is presently dimensioned for 50

sources and requires 150k for program execution with 44
sources, three ground-motion parameters, and 96 grid points

(sites) . The chief factor affecting core-size requirements is

the choice of the maximum number of sources. To reduce the

program size, certain variables need to be re-set. These and
other variable changes are discussed below

To change the number of sources from 50 to (?), change the

common statements in the subroutines:

MAIN, INPUT, INTGAR, INTGHZ, BERNUI, SUMQ, INITIA, SUNQ,

PBPDF, PWPDF, INMARK, PRINT, PRINT2, and OUTPUT

Change:

COMMON/INTGDl/NBEGSC ( ), NBHRSC ( ), NBVTSC ( )

COMMON/SOURCI\ . . . . . . . . . . . . .

COMMON/BRNUI/ . ● . . . . . . . , . . . ., PSOR (? + 1)

COMMON/ACVR/ . . . . . . . . . . . . . . .

COMMON/PTABLE/’  . . . . . . . . . . . . .
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Also make changes in:

Subroutine

MAIN

BERNUI

PRINT

PRINT2

Variable Name

HOLD (13,50) HOLD (18,?)

DATA HOLD/A*().O/A = 18 X ?

COMMON/PSNMG/INDEX (?)

A (18,?), COLSUM (?), ROWSUM (?),

ISORCE (?)

SUMSOR (?), ISOURCE (?), SORTYP (?)

To change the number of attenuation relations:

COMMON/ATTENR/

COMMON/ATTEN  1/

COMMON/PTABLE/

To change the number of nodes:

COMMON\SIDES\

To change the number of segments:

COMMON/SIDES/

To change the number of elements:

COMMON\SOURCI  /

To change the SEISMIC.EXPOSURE program so that it doesn’t

print tables, change CPESM(l) in PRINT, and PRINT2 (check..?).

D-3



D.3.O PROGRAM ADAPTATION

Users of VAX Fortran should be aware that their systems will

not properly handle the entry points in SEISMIC.EXPOSURE and

PLOT.ISO. Entry point INTGLN into subroutine INTGHZ is called

by MAIN in SEISMIC.EXPOSURE. Both PLOT.ISO and SEISMIC.
EXPOSURE call initialization entry points in the projection

subroutines (MRCTR and LMBRT). We recommend that these entry

points be eliminated, either through the use of IF statements

or by separation into two subroutines.

SEISMIC.EXPOSURE calls DLGAMA (double precision log of the

gamma function). This option is not available on all systems.

MARKOV Proqram

The semi-MARKOV program is presently configured for a three-

state system (three magnitude intervals) with a 5-year time
interval and a 10.0 ~ maximum magnitude.

To modify these parameters, references to “1O.O” need to be

changed to “the desired maximum magnitude value” in MAIN and

subroutine POST. The 5-year time interval can be modified by

changing the dimensions of array H in MAIN and in subroutine

INZW from 100 to the desired dimension. The dimension is

calculated on the basis of the following expression:

T = desired time interval in years

FCAST = number of years forward

largest holding time in years

H a r r a y  d i m e n s i o n  = (e.g., 1000 years) + FCAST + T

T
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Also, array HGT in subroutine INZW needs to be dimensioned at

largest holding time + T

T

instead of 201.
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Fig. 40 – Output from Program SEISMIC” EXPOSUR E using Input from Program
MARKOV (Sample Problem 2) as obtained on Line Printer
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Fig. 40 – Output from Program SEISMIC” EXPOSURE using Input from Program
MARKOV (Sample Problem 2) as obtained on Line Printer (continued)
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Fig. 40 – Output from Program SEISMIC” EXPOSUR E using Input from Program
MARKOV (Sample Problem 2) as obtained on Line Printer (continued)
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F I R s T  S-!!  MAGNIIUOE  . . . . . . . . n.’J5oLl
PCRIOO OF INTEREST  .  .  .  .  . .  o . . 40.00

NUPOIR O F  fAItTHOUAKCS
DISCRCTC MAGNITUDE o 1 2 3 4 5 6 7 R
- - - - - - - -  .  .  .  .  .  .  .  .  - -  - - - - - - - -  - - - - - - - -  --.-----  - - - - - - - -  - - - - - - - -  - - - - - - - -  ----.---  - - - - - - - -  .  .  .  .  .  .  .  .

0 . 0 5 0 . 9 3 9 0 6 5 4 . 0 5 5 6 7 7 5 . 0 1 5 8 1 5 0  .0063iT59
rro550

. 0 0 2 2 3 3 2 .0006R77 . 0 0 0 1 7 6 6 .POC!J359

.9?052f11 .0248919 . 0 0 3 9 3 3 7 .0005b07
.oo  Pr1945

.OOOL71O . 0 0 0 0 0 7 8 .o?ooof7
9.050 . 9 9 2 2 4 0 2 . 0 0 7 7 4 0 4 .00001q4

LINIT  SOURCE 1
- - - - - - - -  -.------

SANPLt  LIME  SOURCC  1
3 SCG14CN1S flOIJNt)ARY  CONO1lION o 0  S T A R T I N G  AI NOOC 13 RCNUNITfR[fT 13

11*C  0A14 9ASC  . . . . . . . . . . . . . ?’i.oorl
NO OF OCC . . . . . . . . . . . . . . . . . . 2 4 7 . 5 0 0
N O O F  P O I S S O N  WAG.  . . . . . . . . . 7
SUM OF POISSON OCC. . . . . . . . . 2 9 5 . 9 7 0
OISTR1OUTION OF MSG.

5 . 0 5 0 5.=150 6 . 0 5 0 6 . 5 5 0
1 7 4 . 9 8 0 ? 2 . 5 3 0 3?.4R0 12.530

TMCRC  I S  N O  SCMI-RARKOV  I N P u T  FO R  T H I S  SOURCI

AIT~WIATION  RCL4TIOMSMIPS

ACCCL cN/src/stc Ic= 40.900 MN=

0 2 lr3
190.6%

04
.R23 . 0 0 0 1 . 5 6 1

2 1 0 . 0 0 0 . 5 0 0 . 0 0 0 .R50

c1 .I164
C2 . 4 6 5
OIPTM - 6 . 0 0 0

lOO-NORnAL  OISTRltTUTION  O N  tTTfNUATION
N O  O F  S I G  ow CtCH Sln[ O F  MCAN 3.2
MO O F  INcRIMIwTs  IN Ill?,l (l ,,

INTG.  STrP vrRT. {mm) 1%.nofl
INTG.  ST[P  HOII. IKHI l\.rlJ!l
CPSILON (KM) .1!’

7 . 0 5 0 7 . s 5 0 R.05g

. 2 2 5 2.025 1.7rrn

1 0 0 . 0 0 0
LN S IG

.56fl

. 6 0 6

mu= 1 5 0 0 . 0 0 0
MG  NM

● r’no

.LCO

_.—--



souncc/HAGMI
- - - - - - - - - - - - -
l~PUl  SPCCIF

1

Fig. 40- Output from Program SEISMIC” EXPOSURE using Input from Program
MAR KOV (Sample Problem 2) as obtained on Line Printer (continued)

UDC CON TQ1OUTIOM TIIIL[  INFO  PtFATION
-------- -------- .  .  .  .  .  .  .  .  .  .  .  .  .  ---.-

cs TMILCS  ant 10 ffc r.r~rw~rru FUN IvfRv S lNC~rHIN!< ut TO r~r~rrnl~l in vffq ~HrCr PbuAwrlfQ. -

PARAMETER  TAT4L[  S12[  (SUM  O F  HIGNIIIJPIS  ACROSS  hLL SUURCISI  = 4,1

PAn4flrlrR MINIMUM MAnl  MIJM IMCQIRINT FIRSI  ?4nLE {4S1 T&ffLc FIRSI  LfVrl Lb!l  LfVrl brll,~r  ~,,

- - - - - - - -  - - - - - - - - - - - - - - -  -.  .  - .  .  .  .  .  - - - - - -  . - - - - - -  - - - - -  - - - - - - - - - - - - - - - - -  - - - -  - - - -  - - - -  - - - -  - - - -  - - .  .

T481E  SPACC  hVAILABLC  - lonol
14(ILC  SPACC USLO - 230

MORIZOWTSL  RUPTUJf[  l[NGTMS  (KM)
5 . 0 5 0 5 . 5 5 0 6.950
2 . 7 0 0 4.7C0 R.*LO

00UM  OIP R U P T U R E  LtNGTMS(KM)
5 . 0 5 0 5 . 5 5 0 6 . 0 5 0
2.700 4.700 a.4rr

IME  COMSTSNT  c  =  c 1  .  EXP(C?*M)  IN A
rl.~s?ll 11.264 14.19%

PAW~MtltR  1  -  ACC[L cH/sEc/src

ATTCNUAIIOM  C O E F F I C I E N T  B1  ●

9.*0(12 9.81qq

A T T E N U A T I O N  COCFFICIENT  RI .
1 . 8 7 2 1 8 . 1 2 2 1

SOURCt GrOMETRV  M4RNINGS
SOU~CE  D I M E N S I O N S  -  L[FT
UI0114 O F  EtCf4 L[V[L  fl!OH

1 253.7
2 269.5

f!OUMOART  CONOITION  +1 IS

SOURCC  CtOFItT~V  UalFMINGS
S O U R C E  01f4C?AS10NS  - LfFt
U1OTH  O F  CACM L[V[L  FPfIW

1 215.9
? 23P*1

90UNOART C O N D I T I O N  ●  I IS

cxPfl12
1 0 . 2 3 2

6.551 7.050 T.,5.1

15.7P9 27.J9G 41.,fro

6.55n 7.050 1.~50
15.Q90 2?.[0: 47.lbr.

l[NUATION  FoLIATION
17.nqq 2 2 . 5 4 5 2P.*17

ml
10.643 11.955 11.467

rMPfB2  ●  ~)
ff..l72l n.fl??l FI.F1721 9 . 1 ? 7 1

roll fln[b SOURCC 1
2J5.4 RIGM1 204.5 OOUN-OIP  LINGIM

00TTOM  70 1 0 P

IN FFF[CT  FOn 10P OF SOURCf.

roa ll?rA  SOuncr  ?
230.9 RIGHT 2 3 8 . 0 00uN-OIP  L[NGTH

Rollom  10 IOP

I N  CfFrCl FO R  T O P  or SOUffCr.

lS.R05

11.R?tf

Q.7721

.7(14.7

2S4.7

4 lr.

12.2aq 1.7.247

9.%.471 9.!,971

MAGNIfLfD[  9 0 0 5 lluPrLfrtr  olwrN’jlonls  -  HoR17rfNr11. 225.C tlrluw-olP 75.6
HOR120NfAL O R  CfoUN-(llP LENGTH  O F  :OURc[  IS llrLou RFcoMHrqo[o  LIMIT  FLIR GIVIW  tfflUNOAQY  CONOTTION:  ~WO  Puf7u~’  nlWNSlo~SO

Souncr  GIOnCTRV  UBnF41NGS roq aRfA %ouPcr  3
SOURC[  OIRINSIONS  -  LtFT 24~.] RIC14T 734.n O~bfN-OIP  L[NGTH :3*.5
MIOII.I  o r  [acll  L[v[L  FROM r4nrlor4 In TOP

1 2F15.ff
z 37101

nOUNOSRT  CONOIIION  +1 1 S  I N  rFrECl  FOR T O P  OF SOIIRC[.

souRc[  GfnM[lQY  UAQNI%G$  FoP AiIrA $oUWc[ q
souqc[  nl*rv<inNs  -  LrFT !,!,.4 OIG,IT 300.6 DOJN-DIP  LrNr.TM ~m,..
uIOTN  rr l.$CH  L[vfL  fRLI?  ,trll..q  I,,  I,),.

1 L’,1.6 _  . — . — - - - - - - -. .——



Fig. 40 – Output from Program SEISMIC” EXPOSURE using Input from Program
MARKOV (Sample Problem 2) as obtained on Line Printer (continued)

? 191.5
riorJNoarFv  coNni  Tro N .1 ts IN CFFr Cr FOQ  TOFI  O F  \ou  Rcr.
XAGWITUFFI  ‘J. J5 WllPlllqr  l)lNrNqlON%  -  l{ Oltl/ONllL 775.0 nout4-nl  P 75. n
tFOR170M1AL  O R  0 0  U N .  OIP  l[NG III Or  \oijRr[  I S  i4[Lnu n[coprn[wn[n  LIHIT  FOR  r,lv[y  nnu Nnanv  cnNnlIloN.,  flvl) OIII,lIIW  rrlrnl$~c,rnrls.

PFf OH Al)l  Lll  V UI }LJI{,  l,c LIJq  A,, CC 1, [!+  lNct([HINr

anr4 AH! A mPt  A tipr~ Llvr
SOURCtl SIJUUC[ $Ilullr[ Suulfc[

M4G
5ou~cr

1 d 5 * 1
-----  +-- - - - - - - - -  - - - - - - - -  .  .  .  - - - - -  - - - - - - - -  - - - - - - - -  - - - - - - - -  . - -  .  .  .  .  .  - - - -

5 . 0 5 .9?!649 .’+.3301+ ● <3<r, qp” .93* Rf13 .~7?h99
5 . 5 5 .9 HFJ614 .99 . ,719 .’JP97ftJ .~7141iJ
6 . 0 5

.31 P017
. 9 9 5 2 7 5 .9 R> 5*, .991 -,79 .9 HHP6,7

6 . 5 5
.5 Fr~,t19

. 9 9 8 1 2 9 .994?3’7 .  )961+?1 .9q=,263
7 . 0 5

.fllJN  762
.99 PF166 .99653! .#~ll  ,7] .4 Q71?6

7.55
.99h]56

.999r19Fr .q9q6fi* ,V9’4A26 .9~q741 .96?9FJ6
8 . 0 5 . 0 0 0 0 0 0 ● crvq*JJ] .,1q9q  H3 .999R21 .97911nn
8 . 5 5 .COGi  OD .9997nn .999h9h .9’19913 .o>:rco
9 . 0 5 .00? fJGO .9951J96 .9999’,6 .9.+9971 .orunco
-----  +-- - - - - - - - -  - - - - - - - -  .  .  .  .  .  .  .  .  - - - - - - - -  - - - - - - - -  .  .  .  .  .  .  .  .  - - - - - - - -  - - - -

rar?I  1



Fig. 41 – Diskfile Output Saved from Program SEISMIC  “ EXPOSURE using Results from
Program MARKOV (Sample Problem 2) as obtained on Line Printer

● ☛☛✘☛☛ PROci  ABILllvo  FAT LEAST OM[ [Y C[f DFNtr  IN 4n.90 y f k r+ s ● *****

SaMPL[  S E I S M I C  E X P O S U R E  M A P S  - APR I I  1982
MARMOV  INPUT USED
SEISMIC  fIIPOSURE  H A P  GRDUNO  M O I 1 O N  VALU[S  - SAMPLE  PROC7L[M

ACC[L c M/s [ c /s  [ c

lNC = 40.000
MIN = 1 0 0 . 0 0 0
r4An = 1 5 0 0 . 0 0 0

$IT[ COORL71NATtS  IIcVSZ

.00000 40.03009
1 . 0 0 0 0 0 1 . 0 0 0 0 0

.00 .00

4 0 0 . 0 0 0 0 0 4+0.00000
. 0 2 1 9 8 . 0 1 5 2 0

1 0 0 0 . 5 0 2 6 1 2 . 4 3

800.00000 8 4 0 . 0 0 0 0 0

- 1 5 6 . 0 0 0 58.000 . 0 0 0

!IO.OJOOO 120*OJ300 160.00G0O
. 9 9 9 9 6 .92996 .5973s

.00 15.55 *4.4H

eflo.ooeoo 5 2 0 . 0 6 0 0 0 5 6 0 . 0 0 0 0 0
. 0 1 0 3 9 . 0 . 6 9 9 .00@63

3H29.J7 5 7 0 4 . 3 5 8 6 1 6 . 3 6

0 8 0 . 0 0 0 0 0 920..IIJOOO 9 6 0 . 0 0 0 0 0

4 8 7 . 2 8 5 6 0 2 . 5 5 7

2oo.otLloo 240. 00C0O 2RC. COOOO 320.CLCOO 31.r*ootoo
● 35599 .1846+ .1?121 .06247 .i13751
91.40 1 9 6 . 4 6 3?5.36 620.5q 1fJ4b.c18

6 0 0 . 0 0 C 0 O b~C.  1711000 b170.COOOO 7 ? 0 . 0 0 0 0 0 7 6 0 . 0 0 0 0 0
.0 [,300 . 0 0 2 3 9

13329.3*
.CIJ1139 .00116 .fcJG91

1674Y.llfI ?116C.52 1*323.n2 . 0 0

10UO.OO[OO 1 0 4 0 . 0 0 0 0 0 IO14L.CCOOO 1 1 2 0 . 0 0 0 0 0 1 1 6 0 . 9 0 0 0 0
. 0 0 0 6 9 . 0 0 0 4 0 . 0 0 0 5 0 . 0 0 0 2 2 .@OO16

● OO
. 0 0 0 1 0  ‘- .Oocofr

. 0 0 ● OO . 0 0 . 0 0 . 0 0 . 0 0

1 2 0 0 . 0 0 0 0 0 1 2 4 0 . 0 0 0 0 0 1280.00J0O 1320.OJOO!I 1 3 6 0 . 0 0 0 0 0  1 4 0 0 . 0 0 0 0 0
. 0 0 0 0 2 .000G1 .00001 .00000

1 4 4 0 . 0 0 0 0 0
. 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0

. 0 0 ● OO . 0 0 . 0 0 . 0 0 . 0 0 . 0 0

PARAAVETER  1 ACCLL cN/sfc/J[c  = 12G.?G MAGNITUDf/SOUllCf  P

ARfA ARfA 4RIA An[A L IWF
SOUR Ct SOURCC Souirr[

HAG
SOURCF Soul!cr

-----*------!----------.:-..-.--.---:.-------.--:----------.:.-.----*  --::::::’---
5 . 0 5 .1365 8.er471 12.?6!)0 .’?Q07
5 . 5 5

.olliJ3
.374e 2.1571 11.l>o!

21.q2+3
1.9013

6 . 0 5
.03GC 15.5R12

.4n5.s 7.594R 11.9P45 Z.zoqd .IIuJL l’?.27~2
6.55 .4717 5.e25’j
7 . 0 5

6.391d 2.1591 .,0:0 14.4+7?
. 6 6 3 5 6.11079 6.2961 2.H4!J6 .’,’06

7.55 .1122
15.8176

.7782 .I+*71
8 . 0 5

.4?20 .t.?ro 2.2300
.dooo 1*7945 4.213 .8119 .’315 fl.tlT92

8 . 5 5 .LooL1 . 0 0 0 0 ?.fl’1$1 .4512
9 . 0 5

,,1[,00

.500C
3.1:61

.9000 .770? .167R .bl,cfl .fl?nl
- - ---+ --- --- - -- - ---- - -- - - -- -- - . - -. - - . --- - - - - . - - ------ . . - ---- . . . . - . . - * ---- - ------.

sur4s 2 . 2 4 3 9 32.24+5 5 3 . 5 6 1 0 11.f7190 .n]]5 .20%R6*OII

. 0 0 0 0 7 ● ooon5 . 0 0 0 0 3
.0? . 0 0 . 0 0

4 8 0 . 0 0 0 0 0 1520.0C1900 1 5 6 , 0 . 0 0 0 0 0
.00P0O .oLl17Jo .017000

. 0 0 . 0 0 . 0 0

:IJCfNTAGf CONIRIIIUI ON ?ii)l-f PANT  1



Fig. 41 – Diskfile  Output Saved from program SEISMIC . EXPOSURE using Results from
Program MARKOV ~~ample problem  z) as obtained  on Line Printer (continued)

PA RAMCIIR  1 ACC[L cM/s[cts[c  = ?4D.  ~n M~GNITUD[/SOIJRC[  PIQc  FNIAGf  CIIMIRlrWlloN  TAML[ PART 1

AREA ARCA aPr A hRCA LINL
SOURCE SOURCC SOURCC $OURCC

14AG 1 2
Souncr

5 * 1 ROUSUMS
- - - - - - -  - - - - - - -  -----.-  - - - - - - -  - - - - - - -  .  .  .  .  .  .  .  - - - - - - -  .  - - - - - -  - - - - - - -  .----  +- -----------

~.ils . 0 0 0 0 .H254 3.5613 .0003 .n boo
5 . 5 5 .Cooo .6037 5.7555

4..546r
.ro Jo

6 . 6 5
.  1900 6.35?2

.0009 4.1825 7.3$49* .0931
6 . 5 5

.CJCG Ii.  i$fl\+
.0865 5.069Q ?.7~53 . 5 ? 6 2 .?UGO

7 . 0 5
1 5 . 4 3 5 1

.3701 7.9Rfl? lo.5Jn”* 1.w2R9
7 . 5 5 .1135 1*5551

.’30C
1.9002

?O.  7267
.*Q93 .0,2CI0

8 . 0 5
● .14QI

.Oouo 6.t1714fl 1 5 . 5 1 ’ 5 9 1 . 3 ? 2 7 .- LO[!
0.55 . 0 0 0 0

2 3 . 7 1 6 9
.cnnl 11. !(>17 .9%h? .’I)I16

9 . 0 5 .Cooo .: 30. 3.1, ++1
1?.3?34

.2161 . -ccl !.?61,6
-----*- - - - - - - -  ------.-----  - - - - - - -  - - - - - - - - -  - - - - - - -  - - - - - - - -  - - - - - - -  .  .  .  .  .  .  .  - - - - - - -  - - -

suns ● 5701 2 7 . 1 0 3 0 46.83311 5.bq30 .Oil  cl) . 20*12*030

PSRAME7ER  1 4CCLL r_ M/3.  Lc/$,  fc = 360.0) rn~6N11U~c~SOURC~  PC RCINI ALE CO NT RI PLI~ION  T4hLf

AREA 4Rt4 4U[A 4Pf4 L IN I
SOURCE SOURCE SOURC[ SOURCC SOURLC

n hG 1 2 3 e 1 ROW S(4MS
-----  *---- - - - - - - - - - -  - - - - - - - - - -  - - - - - - - - - - - - -  - - - - - - - - - -  - - - - - - - - - - -  - - - - - - - - - - - - - - - - -

!3.05 . 0 0 0 0 ● oon .o~rlo
5.53

.000n .IGIIO
. 0 3 0 0

.voon
.0342 1.5791 ● oLo17 .39Lil

6 . 0 5 .C loo 1 . 0 7 2 9 5. H345
1.6139

.O coo .Jf, no

6 . 5 5
*.9C75

. 0 0 0 0 2.5792 5.7544 .Ooou .Lnon R.31!6
1 .05 .0065 6.425+ 1 0 . 5 4 0 2 ..?4*2 .Ollco 1 7 . 2 1 4 ?
1 . 5 5 .J647 1.7691 2.64f12 .2979 .afino 4 . 7 6 9 9

8 . 0 5 ● GOOD 1 0 . 7 5 2 7 ?*.3d4H 1.1733 .cJLn 36.3108
0.35 .onoo .Oo  oil 20.31qfl 1.03411 .!?  (.0
9 . 0 9

21.3?46
. 0 0 0 0 . . ) 0 0 0 5.21153 . 2 3 ? 1 .:OOC 5.5154

-- - - - - - - - - - - - - - - - - - - - -  - - - - - - - - - - - - - - - - - - - - - -  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .

SUMS . 0 6 9 2 2 2 . 6 3 3 5 7~.  3249 2.972* .Joclo .3822 T-001

PA R4M[T[R  1 ACC[L cM/s[c/stc  = 4P0 .00 HA GNll  Ull[l  SOURCf  PC RC[NTA61  CO  NIRIHU710N 7AI{LC

AREA bRt A 4Rf4 4RCA LINE
SOuncf SOURCE SOURC[ sounc~ Soul?cr

HAG 1 2 3 4 1 ROUSUMS
- - - - - - - - - - - - - - - -  - - - - - - - -  .  .  .  .  .  .  .  .  .  - - - - - - -  - - - - - - - -  - - - - - - - -  - - - - - - - -  - - - - - - - - - - - - - - - -  -

3.05 . 0 0 0 0 . 0 0 0 0 .LJOC .rJf  Joo .0000
5 . s 5

.0000
.OGOO . 0 0 0 0 .0900 .0000

6 . 0 5
.3JO0 .on Lo

.9000 . 0 0 0 0 .9096 . 0 0 0 0
6 . 5 5

.nonn .9nq~

.Cooo .668fl \.3736
7 . 0 5

. 0 0 0 0 .ouno 3.99?4
.O boo 3.5114 8.3574 .IJ  coo .:OCO

7 . 5 3
11.8SOFI

.(’ 000 1 . 6 1 7 9 2 . 9 4 7 5 . 0 3 0 8 .30no
8 . 0 5

4.5q*?
. 0 0 0 0 1 2 . 8 5 8 1 29.51q6 .5,?93 .rc[c 42.9f.70

8 . 5 5 .9000 . 0 0 0 0 27.5J7O .9t’52 .(,000 2 8 . 4 1 2 3
9 . 0 5 .nooo . 3 0 0 0 7.0690 .2o27 .“700 ?.2?17
-----+--  -------- -------- -------- .  .  .  .  .  .  .  .  .  -------- .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  ●  - - - - - - - - - - - -

SUMS .orJols 1 8 . 6 5 6 3 7q.6T57 1 . 6 6 8 0 . ’  [ 0 0 .104~  R-001

P A R 7  I

PART 1

1



Fig. 41 – Diskfile Output Saved from Program SEISMIC” E XPOSURE using Results from
Program MARKOV (Sample Problem 2) as obtained on Line Printer (continued)

PAR AN[?CR 1 ACCt  L cM/s[c/s[c = 6 0 0 . 0 0 l! AGNITIJOC/SOURC[  P[Rc ENTa G[  cONIRlt!UTION  lARLr PART 1

ARCA nnra &rlta &Rr A LIN[
Sounct SOURCE Souncc Souncc SOURCf

MAO 1 2 3 e 1 Rousuws
-- .--+----  - - - - - - - - - -  - - - - - - - - - - - - - - - - - - - -  - - - - - - - - -  - - - - - - - - - - - - - - - - - - -  6  -  .  .  .  - - - - - - - -

9 0 0 9 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 9 0 0 . 0 0 0 0
5 * 5 5 . 0 0 0 0 . 0 0 0 0 .Cooo . 0 0 0 0 . 0 0 0 0 .Oroo
6 . 0 5 ● 0000 . 0 0 0 0 .qnoo . 0 0 0 0 .0 (00 .rGoo
6.53 . 0 0 0 0 . 0 0 0 0 .?154 . 0 0 0 0 . 0 0 0 0
7.05 9 0 0 0 0 1.oo3a

.7754
5.3R37 .Ocoo

7.35
.0000 6.5 R?*

. 0 0 0 0 100074 ?. Rf156 .0000 . 0 0 0 0 3.n’330
8.05 . 0 0 0 0 13.3?23 31. fl155 . 0 3 9 9 . 0 0 0 0 ● 3.025r
8055 . 0 0 0 0 . 0 0 0 0 34.5~*5 .3931 . 0 0 0 0 34.0f176
9 . 0 5 . 0 0 0 0 . 0 0 0 0 8.8450 .0!480 .Cooo tl.~llo
- - - - - - - - -  - - - - - - - - - - - - - - - - - - - - - - - - -  .  - - - - - - -  --.-----  - - - - - - - -  .  .  .  .  .  .  .  .  - - - - - - - -  --.--.-

Sums . 0 0 0 0 1 5 . 3 0 3 s 8 4 . 0 9 5 6 .5209 . 0 0 0 0 .3001 rJ-of12

PAR AM[TCB  1 AC CII. cn/sEc/s  Ec SUMMARY  HA GNITUOt/SOURCC  COMTRIIIUTION  IABLE

AREA &@Ek fiRC b ARCA 1 IME
Sounct SOURCC SOURCE SOURCC Souffcr

VALUL 1 2 3 4 1 ROUSU-S
----- .-*---  - - - - - - - - - - - - - - - - - - - - - -  . ,  - - - - - - - - - - - - - - - - - - - - - -  .  .  .  .  .  .  .  .  .  .  - - - - - - - - - - - -. . . . . .

1 2 0 . 0 . 5 9 6 5 7 -  0 0 1 . 8 5 7 2 6 . 0 0 0 .14240 *o01 ● 3 1 6 8 8 * 0 0 0
24000

● eYn42-oo3 .265 R6*o01
. 1 1 6 3 8 -  0 0 2 .55!123-001 .  1 3 6 4 2 . 0 0 0 .  1 1 2 1 2 - 0 0 1 .onooo .20412  +IIO0

360.0 . 2 6 4 5 7  - 0 0 4 . 8 6 5 2 1  - 0 0 2 .  2 8 4 1 2 - 0 0 1 . 1 1 3 6 3 -  ) 0 2 .00?00 . 38.727-001
480.0 . 0 0 0 0 0 .  1 9 4 9 2 - 0 0 2 .n32Q3-oo2 .17+27-  003 .00000 .lo4@n-Llol
6 0 0 . 0 9 0 0 0 0 0 .46 :66-003 .252$ 7-0J2 . 1 5 6 3 3 -  0 0 4 . 0 0 0 3 0 .3 OO1O-OG2
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Fig. 42 – Plotfile Output from Program SEISMIC - EXPOSURE using Results from
Program MARKOV (Sample Problem 2) as obtained on Line Printer
and saved on Disk
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